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The Digital Government Program of the National Science
Foundation funded the Logging and Monitoring Privacy
Project, lamp. The project examined the types and extent
of computer logging on a sample of college and university
campuses. Researchers investigated the purpose of such log-
ging, how much and what kind of information was being
collected, how that information was being used, and how
many people had access to it. In describing the types of infor-
mation being collected, the researchers explored whether
such information could provide the identities of specific
individuals and how many steps it would take system
administrators to construct the identity of an individual stu-
dent from the log data. Finally, the lamp team sought to
determine whether the kinds of log data being collected
constitute “education records” as defined by the Family
Educational Rights and Privacy Act (ferpa) and if various
uses of the data violate the privacy rights of students under
the act. The overall objective of the study was to provide
information for college and university personnel regarding
logging activities and to inform them about when such
activities might require substantial limitations, management
guidelines, and additional training requirements or policies.

Sixteen geographically clustered colleges and universities
participated in this study. The institutions varied in size,
experience in the use of electronic networks, and mission
(public or private, two-year or four-year institutions). The
first group of participants was selected system administra-
tors from the participating schools. Fi�y-seven system
administrators participated in the study-an average of
approximately three from each school. On each campus,
system administrators who were considered the “most
knowledgeable” concerning computer logging were
identified; they “knew the most about computer logging on
networks, administrative systems, central systems, and
within a single large college.” A member of the project team
interviewed each system administrator individually. A stan-
dard questionnaire was used to collect data. System admin-
istrators provided data regarding their major systems, most
in the Unix family of operating systems, and the vast major-
ity of which were providing applications services to the
institutions as a whole.

The second group of study participants included registrars.
Fourteen registrars from the sixteen institutions participated.

Registrars were selected because they are responsible for
implementing ferpa on campus and possess the expertise
to interpret the ferpa regulations. In responding to a pre-
selected set of six scenarios describing various logging
events and resultant data, they provided information regard-
ing privacy and the protections afforded to “education
records.” Also included in this second group of participants
were two experts from the Department of Education’s Family
Policy Compliance Office. Like the registrars, the experts
were asked to respond to the scenarios. Matches between
the registrars and the experts were analyzed, as were all of
the responses to the five questions that followed each scenario.

This report discusses the implications of the different
responses relative to the law and to each of the issues inves-
tigated, e.g., whether log data constitute a record under
ferpa, whether sharing constitutes a violation, whether the
situations described in the scenarios qualify as legitimate
educational interest under the law, whether data collection
in itself violates the law, and whether the situations
described are appropriate educational uses of data.

The report highlights specific and obvious findings of the
research and conclusions relative to the participants and
their training and experience. The authors discuss factors
that seem to act as barriers to participants receiving
sufficient training in security, data protection, and ferpa.

In this report, the authors discuss specific and obvious
findings relative to campus practices. Data confirm that log-
ging is being done at a high rate and that there is a desire
to do more. Data also reveal that primarily default and enabled
logging are occurring and that they are being done prima-
rily for the purposes of security, systems and network main-
tenance, and operations management. The authors describe
the types of data being collected in logs and the ease with
which system administrators can use those data to identify
specific individuals, usually without additional authoriza-
tions. They provide data regarding incidents in which indi-
viduals are the targets of logging activities and data are
collected for potential investigation or tracking of activities.

This report details findings relative to education records,
specifically the strong agreement among registrars and the
experts that the log data described in the scenarios do qualify
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as education records under ferpa. The report discusses
differences in responses and the lack of consensus relative to
questions pertaining to the sharing of data and the
definition of legitimate educational interest.

Beyond specific conclusions, this report also addresses
broader issues raised by the research. For each of the issues,
recommendations are offered. Issues include the dynamic
pressures being placed on system administrators and regis-
trars; the increasingly networked electronic environments of
campuses are making it increasingly difficult to protect sys-
tems and individual rights. The report identifies a condition
of responsibility without adequate information for system
administrators, one of decision responsibility without full
technical understanding for registrars, and the overload and
frustration of professional technical staff in general. The
authors believe these factors contribute to confusion and
perhaps even liabilities concerning the relationship among
logs, education records, and student rights under ferpa.
The report discusses inadequate protection from unwitting
acts and suggests that inadequate protection in fact results

from the absence of policies and the lack of guidance
regarding the handling of logs and log data.

Three specific levels of logging are recommended; these lev-
els vary according to the amount of individual information
collected, the number of people given access permissions,
and other characteristics. The levels are offered as potential
guidelines for colleges and universities as they address log-
ging activities on their campuses. The report discusses
investigation and pursuit without sufficient collaborative
consultation, the dangers of taking a low road to fair infor-
mation practice, and the creep of surveillance technologies
as major issues requiring immediate discussion and action
on campus today.

Finally, the report provides several appendices, including a
list of the participating schools, the system administrator
data collection instrument, and the registrar scenarios and
data collection instrument. It is hoped that this report will
result in increased protections for education records and
additional research regarding these important issues.
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This report provides information about a project funded by
the National Science Foundation and awarded to researchers
at the University of Michigan. The project was entitled
“Identifying Where Logging and Monitoring for Increased
Security End and Where Violations of Personal Privacy and
Student Records Begin.” The acronym, lamp (Logging
And Monitoring Privacy) will be used throughout this
report to refer to the project. The report is organized into
six sections:

� Section  provides the introduction, background, and
purpose of the study.

� Section  describes the project methodology.
� Section  provides the results of data analyses from sys-

tem administrator participants.
� Section  provides the results of data analyses regard-

ing logging and monitoring processes.
� Section  provides the results of data analyses regard-

ing student records from registrars.
� Section  offers recommendations and conclusions.

Background
Use of information technology on college and university
campuses has grown exponentially during the past ten years.
Computers are an integral part of the educational process for
nearly every department within an education institution.
They are required for student work in most professional
preparation programs. Electronic communication, considered
by many to be a critical component of campus life, is the most
widely used aspect of technology in higher education.
Networked services that facilitate collaboration with col-
leagues on different campuses and in different states and
countries are growing in importance.The value of networked
courses, offered at a distance from the campus, is being eval-
uated. Information resources made available through the
World Wide Web have increased faculty, staff, and student
access to publications, collections, and a wide variety of other
valuable knowledge.The administrative business processes of
colleges and universities also have become dependent on net-
works and information technology.

As more and more of the mission and business of institu-
tions of higher education are carried out over networked
information infrastructures, the importance of providing a
secure environment for individual and corporate data, com-

munications, and research and teaching information grows.
Three important aspects of security must be realized:,
confidentiality, validity, and integrity. Confidentiality
becomes an important aspect of systems operations because
sensitive or proprietary information must be protected.
Validity of data within systems must be ensured because
modified or false data can drastically affect the lives and rep-
utations of individuals as well as the business functions of
institutions. Systems that are dependent on network infra-
structure must have integrity-they must be protected from
unauthorized intrusion or tampering that can result in dam-
age to resources, denial of services to the campus commu-
nity, or civil suits against the institution.

These systems are vulnerable to abuse and misuse because
of their complexity. O�en, adequate security protections are
not put into place when systems are installed. Complex sys-
tems frequently are not documented in ways that will ensure
stability and appropriate and consistent use over time, as
systems age and computing personnel change roles.
Networks, not adequately protected, provide potential por-
tals into institutional systems for those who seek to steal or
abuse the resources that reside there.

College and university environments also are special by
nature, increasing the complexity of their information sys-
tems and the inherent vulnerability of networks and sys-
tems. As open systems-systems that require the free flow of
information and data from multiple sources-they must be
configured to send and receive large quantities of informa-
tion. The commonly used security devices that are designed
to control the sending and receiving of data through
firewalls and highly regulated authentication and authori-
zation schemes have less value in academic environments,
where such regulations would restrict the free exchange and
rapid sharing of information. College and university com-
munities are vulnerable to unwitting as well as purposeful
abuses of network and information systems. A�er all, it is the
role of students to experiment, explore, learn, and create.

Technology is changing so rapidly that the overall nature of
the networked environments being created within institu-
tions and corporations is changing too. Within the past few
years, colleges and universities have moved from dependency
on mainframes, where data protection and management
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tasks were controlled more centrally, to distributed com-
puting systems. , where data and information flow among
servers, mainframes, and desktop machines over electronic
networks. Different operating systems are tied together with
varying degrees of compatibility. Data protection and man-
agement tasks in these environments depend on controls
and responsible processes at different levels within data sys-
tems, at different authority levels within the organization,
and o�en at different physical locations on campus.

The job of system administration in these complex settings
is extensive and demanding. Ensuring the compatibility of
systems alone is a major responsibility. Upgrading systems
to maximize usability by employees is another significant
and seemingly unending task for system administrators.
System administrators are responsible for identifying and
fixing vulnerabilities within operating systems and applica-
tions when new systems are introduced and/or changed.
This is happening at a rapid pace. System administrators
who were considered expert on one hardware platform o�en
are expected to manage three to five additional platforms on
which they may have received little or no training.

System administrators o�en are required to manage these
increasingly complex environments without the benefit of
sufficient time to fix systems, document processes, plan for
changes, support users, or take advantage of in-service train-
ing opportunities. Information technology personnel also
change positions o�en, a result in part of the availability of
new employment opportunities, of stress and frustration on
the job, and of the frequent reorganizations that plague
information technology organizations.

System administrators have begun to increase the amount
of machine and network logging and monitoring they do
on their systems. They have done this primarily to manage
the systems, to understand the flow and loads of traffic on
systems, to be aware of potential problems in systems func-
tioning, and to be aware of potential abuses of services. They
use various utilities built into systems to collect data, usu-
ally for later analysis. The collected data are stored in data
files called logs. Such logs contain information about indi-
vidual machines, network connections, the time and date of
connections, and the numbers of individual attempts within
a time period to access various services. They also may con-
tain information about the processing load on each
machine, the number of individuals “signed on to” or using
particular services at one time, and patterns of use. High
volumes of traffic over computer networks, increased net-

work complexity, and increasing numbers of abuses of
resources have had the effect of increasing system adminis-
trators’ desire to observe and control the traffic and the user
behaviors on the networks and systems they administer.

When systems data are collected in logs, such data include
information that itself or when matched with other data can
be used to identify individuals and their behavior patterns.
As college and university environments increase the num-
ber of functions that are networked, the ability to create an
increasingly complex picture of individual activities grows.
What may begin as logging activity to protect the efficient
and effective functioning of one system can become targeted
data collection and surveillance of a specific individual. If
that individual is abusing a system or committing an abuse
against another member of the community, such data may
prove highly valuable for investigative or disciplinary pur-
poses. Yet it also may be an inappropriate invasion of pri-
vacy or an attempt to injure another person. Very little
legislation and no guidelines exist to regulate the extent to
which a student’s actions may be monitored on a private or
public university network and what notification and due
process must be assured.

Nevertheless, one law is highly relevant: the Family
Educational Rights and Privacy Act of  (herea�er
referred to as the Act or ferpa). (See Bibliography for
additional resources.) This law was written to afford stu-
dents and their parents (in the case of minor students) cer-
tain rights to the protection of their education records. The
American Association of Collegiate Registrars and
Admissions Officers (aacrao) has provides a summary of
the rights and responsibilities of colleges and universities
relative to this Act: 

“The primary rights afforded are: 
� the right to inspect and review the education records;
� the right to seek to have the records amended; and 
� the right to have some control over the disclosure of

information from the records.

Education institutions and agencies are required to conform
to fair information practices.This means that persons who are
subjects of data systems (i.e., students at an institution) must:

� be informed of the existence of such systems,
� have identified for them what data about them are on

record,

1.2

1 Logging is the systematic collection of data regarding the computer system and/or network and about individuals using or abusing the resources.

2 Federal Register: 6 July 2000 (Vol. 65, Number 130) 33 CFR Part 99 Family Educational Rights and Privacy; Page 41851-41863, Final Rule.

3 The AACRAO 2001 FERPA Guide, 2000, Washington, DC,p.1.
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� be given assurances that such data are used only for
intended purposes,

� be given the opportunity to request an amendment or
correction to their records,

� be certain that those responsible for data systems take
reasonable precautions to prevent misuse of the data, and 

� know that the institution will respond reasonably when
an alleged misuse of, or access to, data is brought to the
attention of those responsible for data systems.”

In providing certain rights to students, the law designates
education record as those records directly related to a stu-
dent and maintained by the institution. If a record is directly
related to a student—i.e., identifiably associated with a
specific individual—and if it is retained by the institution in
any form (e.g., handwriting, print, tapes, film, microfilm,
microfiche, any form of electronic data storage), it is an edu-
cation record under the law, and the student is afforded cer-
tain rights. Exceptions are stated in the law, e.g.,
instructional or supervisory records in sole possession of the
creator, law enforcement records created by a law enforce-
ment unit for the purpose of law enforcement, employment
records made and maintained in the normal course of busi-
ness and relating exclusively to an individual’s capacity as an
employee, medical records not disclosed to anyone other
than those providing treatment, and institutional records
relating to a person a�er his departure from campus and
a�er he is no longer a student at the institution.

The law states that institutions must give students annual
notification of their rights according to the Act. They must
notify students of what the institution has categorized as
public or directory information as well as of their right to
protect that information from disclosure. They must be
informed of who has access to their education record infor-
mation and for what purposes. While many specific rights
and responsibilities are described within the Act, it is not
concerned exclusively with records that contain grades
and/or course information. Rather, the Act defines any data
that are specifically identifiable to an individual student and
that are retained by the institution as an education record
(with certain exceptions). Many questions therefore must be
asked regarding the relation of ferpa to the log data that
system administrators increasingly feel compelled to collect.
These questions include the following:

� Exactly what logging are system administrators doing on
the systems they manage? 

� How much logging is needed to secure and manage the
systems?

� What is the purpose(s) of such logging? 
� What actions are being taken to expand or to make log-

ging more comprehensive? 
� How many steps/actions must be taken to get from logs

to an individual’s identification?
� Does the person to whom the data refer know about the

existence of the log? 
� What protections are in place for the sensitive informa-

tion collected in logs? 
� Do data contained in system logs create a threat to the

privacy of students on campus?
� Do log data constitute an ‘education record’ according to

ferpa and thus require protections provided under the
law? 

� Is the collection of such information a violation of ferpa? 
� Is the sharing/disclosure of such information a violation

of ferpa? 
� Would access to such log information qualify under ‘legit-

imate educational interest’ within the framework of ferpa?
� What training and support are needed for system

administrators in this area as they fulfill their increasingly
complex responsibilities?

Purpose
The purpose of the Logging and Monitoring Privacy
(lamp) Project was to:

� Examine and define stages of technical logging and
monitoring necessitated by the need for more aggressive
security within technology environments;

� Define conditions under which collection, storage, or
disclosure of personal information from computer logs
constitutes a potential violation of student record privacy
law; and 

� Define the interface between needed security logging
and monitoring and potential privacy violations.

Results of this project will be incorporated into an educational
white paper for distribution to colleges and universities. It is
hoped that this project will stimulate additional research in
this important area of information technology policy.
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Pilot Study
The lamp project team recognized that systems logging
and monitoring activities were relatively new on campuses.
As with so many areas associated with the fast emerging
technologies, the team expected differences in the use of
terminology, in the knowledge of how different technologies
function, and in the requirements for data protection under
the law. To better understand these differences, pilot inter-
views were held on the University of Michigan campus.
Senior staff experienced in technology and data manage-
ment were asked to discuss issues, processes, and logging
procedures. Through these discussions, the team explored
current practices and future capabilities for logging and
monitoring. The team refined the data collection instru-
ment and clarified procedures for identifying the most
appropriate participants for the study. The team also gained
a better understanding of the complexities that exist in
bringing together technical, legal, and policy experts for
meaningful communication.

Selection of Participating Colleges/Universities
The budget for the lamp project was modest. The research
team knew that the identification of appropriate individual
participants and the investigation and description of logging
and monitoring activities at each participating college would
require careful and direct communication. The research
team therefore identified personal, on site investigation and
data collection as important to the project design. To lever-
age travel funds, the team gathered data from colleges and
universities that were easily accessible. They also gathered
data from institutions that could be accessed during the
research team’s other required regional and national travel.

The selection of participating schools thus was not a ran-
domized process. Sixteen schools were invited to partici-
pate, and all agreed to do so. (See Appendix A for a list of
participating schools.) In response to encouragement from
the project’s advisory board, the team selected clusters of
schools on the West Coast, on the East Coast, in the South,
and in the Midwest. Several Michigan schools were added
to the Midwest cluster because of their proximity.

The lamp project team selected colleges and universities of
different sizes (enrollments ranging from , to ,),

offering instruction at different levels (two-year degree to
graduate degree granting), and representing the designated
regions of the country. The team also selected schools expe-
rienced in implementing information technologies as well as
those newer to the process. With the exception of the mid-
western cluster, which included four additional Michigan
schools (as noted above), three colleges/universities within
each region were invited to participate.

Data Collection
The data gathering process focused primarily on two groups
of individual participants. Data regarding logging and mon-
itoring activities on systems and networks were collected
from system administrators. Data regarding definitions of
student educational records, appropriate use of information,
and the implementation of ferpa were collected from col-
lege and university registrars.

Selection of Study Subjects: System Administrators
The first group of individuals selected to participate in this
study included network and system administrators at the
participating colleges and universities. The study was
described to Chief Information Officers and/or IT Security
Officers. The team asked these administrators to identify
three primary participants: the individuals on their cam-
puses who “know the most about logging and monitoring
on networks, on administrative data, and on central com-
puting systems.”

During the pilot phase, the lamp team found that
significant logging activity was occurring at the college and
department level. Therefore, for each university, the name
of the individual who knew the most about college-level
logging in one of the largest colleges was also requested. Not
all of the participating schools had individual colleges.
Therefore, for some of the participating schools, only three
representatives provided data. An average of . represen-
tatives provided data from each participating school.
Twenty-eight () percent of the study participant sample
were network administrators,  percent were administrative
computing managers, and  percent were system adminis-
trators for centralized services. Sixteen () percent of study
participants were managers of computing at a major college
within the institution.

2.1

4 The organizational structure of one of the universities made it impossible to reasonably separate the network, administrative, and centralized services from one another.

Consequently, only two participants at that institution were identified. 
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Selection of Study Subjects: Registrars
At each college or university, one person is identified as the
“steward” for student data. The title given to that person is
registrar. The registrar, in conjunction with employees in the
registrar’s office, is responsible for designing procedures and
policies to manage student data in compliance with federal
law—specifically, ferpa. To gain expert input on the study
questions regarding education records and the appropriate
use of student-related data, the project team identified the
registrar as the expert authority within each participating
institution. Registrars therefore constitute the second group
of participants in this study. Of the  registrars invited to
participate in the study,  agreed to do so.

Research Materials and Tools
The lamp project data were gathered through in-person
interviews with the system administrators and through tele-
phone interviews with the registrars. Once personal contacts
with each of the system administrator participants had been
established, the in-person interviews were completed. A
pre-designed questionnaire guided the interviews with sys-
tem administrators and helped maintain consistency. The
questionnaire included questions about system administra-
tor training and experience, the types of network and sys-
tems being used, the primary functions of those systems, the
“personally identifiable information” the logs yield, and the
intended purpose of logging activities. (See Appendix B for
a copy of the system administrator data collection instru-
ment.) The system administrators were cooperative and
informative, o�en describing in detail their roles, systems,
the scope of operations, and their frustrations with the con-
straints of time and resources.

Phone interviews were conducted with the registrar partic-
ipants to collect data regarding education records and
appropriate data use. The project’s advisory board urged the
use of scenarios as a mechanism for data collection. Each
participating registrar therefore was asked to review a set of
six scenarios and questions sent prior to the interviews. The
scenarios selected for the lamp study were chosen by the
project’s advisory board and staff members from a set of
nine. The scenarios provided a range of issues and potential
data uses for the registrars to contemplate and judge. Each
scenario described a real-life activity of data collection,
access, or transport drawn from actual incidents but stylized
to provide anonymity. Following review of each scenario, the
registrars were asked to answer five questions. (Appendix F
contains the six scenarios and the accompanying questions.)

Overall, the lamp team collected and analyzed data from
 participating colleges and universities, from  individual
participants (administrators of computer networks, central,
administrative, and college-level systems), and  registrars.
It collected information about logging and monitoring for
a total of  systems.

2.2
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Who Are the Participants
Having identified the schools and the appropriate partici-
pants from networking, central, administrative, and college-
level systems administration, the project team sought to
understand the nature of the experience and training of
these institutional staff. (See Appendix C for sample system
administrator job description.) 

Degrees
The data revealed that the  responding system adminis-
trators had a wide range of educational backgrounds: Two
reported that they had completed their formal training at
the high school level; ten had associate degrees from two-
year colleges; thirty-one had bachelor’s degrees (two had
earned a B.A, and twenty-nine had earned a B.S.); eleven
had master’s degrees (two had earned an M.A. and nine had
earned an M.S.); and one had a Ph.D. A wide range of aca-
demic majors was represented, including music, math, his-
tory, accounting, political science, psychology, and the more
“expected” majors of computer science and information sys-
tems management. Aggregate data showed that  percent
of the participants had science-related degrees and  percent
had degrees in the arts.

Certifications
Technical certification programs are offered to computer
employees by vendor organizations and by regional and
national professional organizations. Such programs provide,
usually at a high cost, a series of intensive training oppor-
tunities and testing that culminate in a certificate that des-
ignates the individual as a skilled person on a particular
hardware platform, e.g., Novell, Unix, etc. The lamp proj-
ect team explored the extent to which study participants had
obtained technical certifications. Eight of the  respon-
dents had obtained certification.

There are many explanations for the small number of
certificate holders among respondent system administra-
tors. First, because the programs are reported to vary greatly
in quality, they may not be of interest to most system
administrators. Second, for many colleges and universities,
the programs are too costly. System administrators report
that the cost of the program is usually greater than the train-
ing resources allocated to them. They also report that time

constraints prevent them from taking advantage of training
opportunities. Finally, many certification programs focus
exclusively on one hardware platform, while system admin-
istrators increasingly are expected to manage multiple oper-
ating systems and their interactions. Several respondents
indicated that though they themselves have had limited
opportunities to gain certification, they encourage their
technical staff to do so if funding is available and when the
training is appropriate and of good quality.

The project team had questions about some of the responses
in this area and therefore sought input from the project’s
technical focus group. With regard to technical
certification, the team asked, “Why do you think that so few
of our respondents have sought or obtained technical
certifications?” The focus group indicated that employers
typically do not reward employees who obtain certification
independently. Although certifications vary in quality, many
will increase their holders’ marketability. Many universities
do not encourage their computing staff to acquire certifi-

cations because the institutions would be unable to com-
pensate them at market value. Many system administrators
are encouraged to attend conferences and seminars in lieu
of technical training. Given these circumstances, computing
staff continue to receive meager training, and institutional
officers are less likely to contend with requests for salary
increases from staff who acquire technical certification.

Experience
The lamp study participants had significant professional
experience. Researchers asked, “How long have you been in
the field?” and “How long have you been in your current
job?” Possible responses were () less than one year, () –

years, () – years, and () more than  years. Nearly 

percent of study participants— of —had been in the
field more than ten years. Nine percent ( of  respondents)
had been in the field of computing for between five and ten
years. Forty-five of the  participants also provided their
actual numbers of years in response to these two questions.
Table  shows the participants’ years in the computing field.
Almost % had been in the field for between  and 

years.Twenty-two percent had been in this field for between
 and  years. Respondents had a mean of twenty years in
the field of computing/information technology.

3.1

5 A team of three individuals who are regionally or nationally known for their technical expertise identified to provide technical focus and guidance to the LAMP project. 
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Even assuming that new or expanded areas of responsibility
and changing jobs entirely are common occurrences in the
field of computing, project team members were surprised by
the number of respondents who said they were unsure what
their title meant. Respondents also said that their title and
responsibilities have changed o�en due to departmental
reorganizations. While  percent of respondents had been in
their current job for more than ten years and  percent for
between five and ten years, nearly  percent had been in
their current job for less than five years ( percent for between
two and five years, and  percent for less than one year.)
Data pertaining to the actual number of years in current job
confirmed this high change rate. Thirty-nine () percent of
respondents had been in their current jobs for between one
and three years. ( percent for less than six years).

Analysis of the actual number of years in the field and in
current jobs by administrative category, e.g. networks, cen-
tral, administrative, or college level (see Table ), shows even
stronger evidence of high levels of experience. The means
for respondents who were knowledgeable about logging on
networks were . years in the field and . years in their
current job. (The medians were  and , respectively). The
means for central system administrators were . years in
the field and . years in their current job. (Medians were 
and , respectively). The means for administrative systems
respondents were . years in the field and . years in
their current job. (The medians were  and , respectively).
Respondents from college-level systems administration had
means of . years in the field and . years in their cur-
rent job. (The medians were  and , respectively). The
number of years of experience and the respondents’ knowl-
edge of computing were impressive. Many had been involved
in the use of information technology on campus since the
introduction of mainframes for central data processing and
had aided the move to networks and distributed computing.

Training for Data Protection
The lamp project sought to identify the logging and mon-
itoring that were occurring on college campuses and their
relationship to privacy protections under ferpa. The team
therefore sought to determine what kind of training system
administrator respondents had in security for the operating
systems they administered; in data protection for the data
they handled; and in protection of student records under
ferpa. The team asked the following questions:

� Have you taken courses in systems security for the sys-
tems you administer? 

3.2

Frequency Percent Valid Percent

2-5 1 1.8 1.8

5-10 5 8.8 8.8

10 years 51 89.5 89.5

Total 57 100 100

Years in Field

TABLE  1 .  NUMBER OF  YEARS  IN  F IELDFIELD

Responsibility Category
Actual Number 
of Years in Field

Actual Number 
of Years in Job

Mean 18.36 6.27

N 11 11

Std. Deviation 6.71 5.37

Minimum 11 1

Maximum 33 20

Mean 17.77 7.54

N 13 13

Std. Deviation 6.18 8.39

Minimum 9 1

Maximum 30 31

Mean 22.15 10.64

N 13 14

Std. Deviation 9.81 9.79

Minimum 7 1

Maximum 42 28

Mean 21 11.25

N 8 8

Std. Deviation 9.52 9.44

Minimum 5 1

Maximum 35 24

Mean 19.76 8.83

N 45 46

Std. Deviation 8.06 8.42

Minimum 5 1

Maximum 42 31

Network Administrator

Central Systems

Administrative Systems

College-Level Systems

Total

TABLE  2 :  ACTUAL  NUMBER OF  YEARS  IN  F IELD AND JOB  BY

RESPONSIB IL ITY  CATEGORY
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� Have you taken courses in fair information practice, data
access, and data protection? 

� Have you taken courses in compliance with ferpa for
handling student records?

The results were surprising. Only  percent of respondents
had taken courses in security for the systems they administer.
Twelve () percent had taken courses in fair information
practice, data access, and data protection. None had taken
courses in ferpa and the handling of student records.These
respondents have the responsibility and ability to access and
alter data stored in their systems. They also have many years
of experience and significant knowledge, both of which may
provide them with information about these topics.

Given the responses the study team received, its members
considered the possibility that the research question regard-
ing training may have been poorly worded, yielding faulty
data. Asking respondents if they had taken courses may
have encouraged them to apply too strict and formal crite-
ria to their training. In fact, few formal courses on these top-
ics are available to system administrators. Professional
associations such as usenix, sage, cis, and others offer
high-quality training, but the cost of the training remains
prohibitive for many. Some commercial vendors provide
courses in specific aspects of security or data protection. But
they, too, are usually costly, offered in conjunction with pro-
fessional conferences and thus requiring trainees to incur
registration, travel, and lodging expenses as well. Like the
certification programs discussed previously, they o�en cost
more than what is allocated for college/university system
administrator training. It also is true that few courses are
offered at all. Technology has changed so rapidly that few
people possess the expertise in systems security and data and
records protection necessary to teach such classes.

Because it was important to understand the extent of the
respondents’ training in these areas, the study team per-
formed secondary data collection on this topic.
Hypothesizing that over their careers, respondents may have
received short duration training in security and data pro-
tection through seminars at professional conferences, the
team asked participants to estimate the number of hours of
training they had received in each of the three areas (secu-
rity, data protection, and ferpa). Thirty-six of the  study
participants responded to this request for secondary data.
The secondary data were not unlike the original data. Table
 provides descriptive statistics showing estimated number
of hours of training by respondent category for each of the

three subject areas. Respondents representing network
administration had the largest number of hours of training
in security: a mean of  hours. Those representing admin-
istrative computing had the largest number of estimated
hours in fair information practice, data access, and data pro-
tection: a mean of  hours. No group had a mean of more
than . hours in training on ferpa and student record pro-
tections; the median for all groups was zero. Data analysis
showed that the number of hours of training in ferpa most

3.3

Responsibility

Estimated
Number of
Hours of

Instruction in
Security

Estimated
Number of
Hours of

Instruction in
Data Protection

Estimated
Number of
Hours of

Instruction in
FERPA

Mean 58.1 10.7 0.3

N 11 11 11

Standard. Deviation 47 29.8 0.6

Minimum 0 0 0

Maximum 120 100 2

Mean 28 7.5 0.8

N 10 10 10

Standard. Deviation 49 14 1.9

Minimum 0 0 0

Maximum 160 40 6

Mean 28.1 54.2 2.5

N 10 10 10

Standard Deviation 36.3 60.9 6.2

Minimum 0 0 0

Maximum 100 160 20

Mean 25.4 2 0

N 5 5 5

Standard Deviation 35.8 2.3 0

Minimum 0 0 0

Maximum 88 5 0

Mean 36.9 20.7 1

N 36 36 36

Standard Deviation 44.1 41.4 3.5

Minimum 0 0 0

Maximum 160 160 20

Network Administrator

Central Systems

Administrative Systems

College-Level Systems

Total

TABLE  3 :  EST IMATED NUMBER OF  HOURS OF  TRAINING

BY RESPONSIB IL ITY  CATEGORY
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likely were gained from in-house consultants and/or on-
campus administrative meetings.

Data analysis showed that these individuals, identified as
knowing the most about logging and monitoring on net-
works, central, administrative, and college-level systems in
the participating schools, represent impressive numbers of
years in the field. They have a wide range of formal educa-
tional backgrounds (as represented by terminal degrees), a
small number of specific certifications on the systems they
administer, and a small number of estimated hours of train-
ing/instruction in security, data protection, and/or ferpa.
These respondents, many of whom likely obtained much of
their knowledge on the job during the time when operating

systems were being developed and networks were being
implemented, may be recognized as pioneers in computing
on campus. Then and now, they have worked with time
constraints and shortages in both human and financial
resources. Courses in the areas of security, data manage-
ment, and ferpa have not been—and still are not—readily
available to them. Because of the power and responsibility
to manage systems and data, many have done extensive
reading and study on their own. Yet precisely because of
respondents’ power and responsibility, the study team con-
cluded that the need for additional training in data protec-
tion and ferpa for these and other system administrators
on college and university campuses is substantial.

3.4
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What Logging and Monitoring 
Are Being Done?
A primary objective of the lamp project was to explore,
describe, and understand the amount and type of logging
and monitoring taking place at colleges and universities.
Once the team was satisfied that the instrument and the
interview process were sufficiently customized, it began its
series of in-person interviews with project participants.
(Analysis of the personal information gained from system
administrators was discussed above, in Section  of this
report.) Next came the collection and analysis of systems
and process information. Seventy-five () percent of par-
ticipants provided data regarding one of the primary sys-
tems they administered; twenty-two () percent provided
data on two systems; three () percent provided data on
three systems.

Kinds of Systems and Primary Functions
Data analysis showed that of the systems discussed by the
 project respondents in this study, the largest percentage
of systems being used ( percent) were Unix operating sys-
tems (Unix, hp-ux, aix, Solaris, bsd). Next in frequency (
percent) was the Windows family of operating systems (nt,
Windows , , & ). Mainframes (as and os)
made up  percent of the sample described. Network sys-
tems, such as cisco and Novell, accounted for  percent,
and Linux for  percent.

The team asked respondents to identify the primary func-
tion of the machine about which they were reporting. The
machines were functioning primarily as applications servers
for login, mail, domain name, and file services. Another
portion of the machines were providing mainframe and
infrastructure monitoring functions, such as load and traffic
analysis.The team also asked to whom the services were being
provided: department, school, university, state, or other.

Approximately  percent of these primary systems were
running enterprise services for the institution as a whole.
Eleven () percent were providing services for individual
departments,  percent for a particular college or school
within the university, and  percent for the state as a whole.
Many administrators ( percent) reported that the services

provided were for consortia of organizations—some within
and some outside of the university. The last two categories,
constituting  percent of responses, provide important
information. Some of the members of the consortia being
served by the universities and some of those services going
to the states represent k- populations—children consid-
ered minors. The study team hypothesized that if log infor-
mation from these machines qualifies as “education records”
under the regulations of ferpa, then the protections afforded
to such records, for minors in the k- populations as well
as for students within the college or university, may become
the responsibility of these system administrators.

Sensitivity of Data and Needed Protections
Researchers asked respondents to describe the level of sen-
sitivity of the information contained within their machines.
Specifically, they asked:

� “On a scale of  to , how sensitive do you think the data
on this system are?” A score of  indicated “not sensitive”
and  indicated “extremely sensitive”.

� “On a scale of  to , how much protection should such
information have?” A score of  indicated “no protec-
tion,” and a score of  indicated “extensive protection.”

The mean sensitivity rating was ., indicating a high esti-
mate of data sensitivity. Approximately  percent of those
reporting on applications servers scored their data as very or
extremely sensitive ( or ). Approximately  percent of
those referring to systems whose primary function was
mainframe or infrastructure monitoring also scored the data
as very or extremely sensitive.

It is doubtful that a consistent reference point existed for the
system administrators as they responded to study questions
about data sensitivity. Those respondents most accustomed
to considering levels of data sensitivity—those whose job it
is to manage administrative data on mainframes and large
databases—appeared to base their judgment of data sensi-
tivity on what they knew about characteristics inherent in
the data itself, e.g., importance or sensitivity of the data to
the individual to whom it referred. Others seemed to base
their judgment of data sensitivity on their opinion of what

4.1

6 For students not yet age 18, FERPA rights are granted to parents unless the student is attending an institution of higher education.

Data Analyses: 
Logging Processes
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someone could do to the system if the data were accessed.
The lamp team concluded that given a probable difference
in respondents’ understanding and definition of data sensi-
tivity, these data must be interpreted cautiously.

Do Administrators Log?
Analysis revealed that for . percent of the systems
reported on in the lamp study, at least one logging capa-
bility was turned on: Log data are being collected. Logging,
analysis of logs, and monitoring of systems were considered
important parts of system administrators’ responsibilities.The
project team found that system administrators were logging
for three primary purposes: () security, () network and sys-
tems maintenance, and () operating system management.

1 Security was the most prevalent reason given and
included watching for abuse of systems, tracking
attempted accesses by individuals in order to identify
unauthorized access attempts (also known as intrusion
detection), monitoring authorization processes to ensure
that only those individuals with adequate and appropri-
ate permissions were allowed to access data that require
special authorizations.

2 Network and systems maintenance included activities
such as troubleshooting, traffic analysis, and watching for
system errors.

3 Operating system management ranked third in terms of
purpose of logging. This category included activities for
debugging systems, watching for limitations of so�ware,
providing system back-ups, and keeping a history of
configurations.

Forty-four () percent of the logging was reported to be for
security reasons;  percent was for purposes of network
maintenance; and  percent was for purposes of operations
management. These data confirmed previous information
from system administrators that logging is an important
tool for providing efficient and stable operation of systems
as well as the necessary security.

The lamp data show that  percent of respondents per-
form logging on the machines they administer. Further
analysis shows not only that logging is being done, but that
more than half ( percent) of respondents would like to do
more logging. The research team asked the system admin-
istrators to identify what barriers exist that keep them from
doing more data logging. (See Table .)

*Note that a high percentage of respondents identified
“other” as a barrier against more logging. “Other” o�en

referred to resources such as additional staff, file space, and
adequate central systems for such activities.

Default, Enabled, or Scripted Logging
The lamp project staff members asked each system admin-
istrator about the type of logging used: if logging was
default; if they had to enable functionality to accomplish
logging; and if they customized or scripted the logging
functions to meet their specific needs. Researchers assumed
that the use of those terms was sufficiently common that
respondents would have little difficulty answering the ques-
tions. However, the team found that different administrators
use the terms “default”, “enabled”, and “scripted” differently
and that they also mean different things depending on the
type of system being administered. The meaning of the
responses to these three questions therefore is unclear—or,
at best, suggestive. The technical focus group was asked
how it would define the terms “default,” “enabled,” and “cus-
tomized/scripted” and on which systems default logging is
provided. (See Appendix D for their definitions.).

Respondents varied greatly in their knowledge of logging
functions. While some respondents were extremely familiar
with the different logging capabilities of different systems,
others were uncertain as to whether logging was enabled on
some of the systems they themselves managed. The matter
of logging functions is further complicated by the fact that
systems are changing rapidly, and vendors package new log-
ging functions in the default configurations of their updated
systems. Again it became apparent that system administra-

4.2

7 “Barriers” were meant to refer to various types of preventives to action. They might be perceived as positive, such as rules, policies, or guidelines that need to be consulted

prior to action and that need to be adhered to, perhaps slowing response time. Or they might be perceived as negative, such as rules, policies, or guidelines that need to be

consulted prior to action and that are seen as impeding a rapid response and resolution of problems. Respondents were given several examples, such as knowledge, time,

skill, authorization, equipment, policy, law, personal ethics or other, from which to choose in responding. 
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Barriers 7 Percentage Identifying Barrier

Time 57.7

Equipment 50

Other 38.5*

Policy 11.5

Personal Ethics 9.6

Law 7.7

Knowledge 3.8

Skill 1.9

Authorization 0

TABLE  4 :  BARRIERS  AGAINST  MORE LOGGING



tors have difficulty keeping adequately informed about the
systems they manage.

Analysis revealed that approximately  percent of respon-
dents used the default logging function on their systems. A
high percentage—approximately  percent—either enabled
or disabled certain functions on their systems to obtain the
desired type of logging. Some system functions were turned
off because logging those functions would have provided too
much data to be useful or practical. For still other systems,
logs were not considered useful.

Another study question asked about customization of logs.
Approximately  percent of respondents customized their
logging processes by writing instructions (scripts) for the
level and type of logging desired. The scripts typically were
designed to instruct the computer to organize the log out-
put to facilitate searches for specific information or specific
machines. Scripts also were used to automatically send mail
to or otherwise notify one of several specific individuals
when particular patterns of use or abuse were found in the
log data. Analysis showed that  of the  respondents said
they did so to facilitate searching as well as to notify appro-
priate personnel; eight did so to enable specific rules that
help maintain the stability or security of machine functions.

Data Collected and Steps to Identification
Having established that  percent of the described systems
run logging functions, researchers asked about the type of data
such logs yield. They also asked, “What and how many steps

would you need to go through to get from these data to a
person’s name?” If data are collected in large quantities to
manage the computer and network systems on which college
and university communities increasingly depend, and if such
data contain information that readily identifies individual
members of the community, then the issue of its appropri-
ate protection under the law is increasingly important.

Table  shows the frequencies of different types of data
yielded by computer logs. Ninety-three () percent of the

Data Yield Percentage

Date & Time Stamp 93.2

User ID 79.7

IP Address 67.6

Domain Names 56.8

Other 54.1

TABLE  5 :  PERCENTAGE OF  LOGGING Y IELDS  BY  TYPE

reported logs provided date and time stamps for the trans-
actions logged. Approximately  percent of the reported
logs provided the user id of individual users. Sixty-eight
() percent provided the ip address of particular computer
systems being used. Fi�y-seven () percent reported the
Domain Name from which a transaction originated. Fi�y-
four () percent provided other non-specified data, such as
mail address and account information. (Appendix E pro-
vides figures showing the data yielded in system logs.) 

The terms “date and time stamps,” “user id,” “ip address,”
and “domain names” are defined in Appendix D;, they are
defined here as well because of their importance in under-
standing the relationship of log data to education records
under ferpa.

� Date and time stamps are computer-generated pieces of
information that tell the system administrator specifically
when the user accessed the computer network and for
what length of time he or she stayed on the network. By
combining this information with other information types
listed below, the system administrator o�en can deter-
mine with great specificity a user’s current physical loca-
tion, actions, applications accessed, duration of activity,
and any changes made to existing files and other resources.

� A user ID is a login alias usually specified by the individ-
ual. It identifies all of the computing transactions of the
individual associated with it. While a user id is not gen-
erally an individual’s first or last name, it is directly asso-
ciated with identification and correlates through the
computer account at the institution with a specific indi-
vidual. It is an alias for a person’s name while he or she
is on the network.

� An IP address is the address given to a specific machine
when it is attached to the network. Given an ip address,
a system administrator can attempt to trace a specific
computer connection or transaction back to the machine
that was used for the action. While that machine typi-
cally is used or owned by one individual (except in the
case of machines located in public computing facilities),
it is not possible to guarantee that the individual who
typically uses or owns that machine performed the action
seen at that ip address. It is possible that another person
used the machine with or without the permission of the
person who registered it at the time it first was con-
nected to the network.

4.3

8 The term “steps” as used in this study is synonymous with “actions.”
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� A domain name is the name associated with the section
of the network on which a particular machine resides. It
is used by routing mechanisms for electronic mail deliv-
ery and the transport of other packets of information
from one network to another. With a domain name, a
system administrator can attempt to identify the network
segment from which a particular transaction originated,
the institution from which the transmission originated,
and the management authority under which the network
is being operated.

System administrators typically have the responsibility and
the ability to access information from many university sources.
Because of their responsibility to supervise systems and net-
works, most are given “root” access on the machines they
administer. Root access is required for operations manage-
ment. It allows individuals to change the machines in many
ways: to access and change functions, to change data and files,
and to search and combine data from many different sources.
With their role comes responsibility not only for machine
operations but also for data protection. Responsibility and
authority are not the same. Even as learning to shoot does
not give one license to fire the weapon at will, having respon-
sibility at the “root” level to access and change data and
machine operations does not authorize one to do so in all
cases and without further sanctions.

With this in mind, the project team asked respondents how
many steps (machine or person actions) would be required
to get from the data collected in their system logs to the
actual identification of an individual. Essentially, the
research team wanted to know how close identification was
to the information yielded by system logs.

Steps to Identification
Analysis of the responses of system administrators for  sys-
tems resulted in a mean of . steps from log data to the
identification of an individual. Steps were described as fol-
lows: “I would take the ip address from the log data and look
up the individual’s name to whom the ip was assigned in the
ip database.” This counted as one step. Another respondent
said, “I would take the user id and go to the accounts data-
base where user id and personal name are matched.” This
also counted as one step. If the respondent had said, “I would
take the user id, ask for permission to access the accounts
database, and then match the user id with the person’s
name,” this would constitute two steps. Note that ferpa
protections apply if the record is “personally identifiable to a
student.” It does not require a student’s name for identifi-

cation. FERPA protections do not require a name, but this
project took identification to that level.

Only five individuals in the entire sample of respondents
indicated that they could not get to a personal identification
from the information collected in their logs.The vast major-
ity of respondents indicated that getting to the actual name
of a user would be a trivial exercise. Most also indicated that
they already have sufficient authority to look at any number
of databases that, when accessed, would provide personal
identifiers of many types. Sixty-nine () percent of those
whose logs yielded ip addresses and whose logs yielded
domain names were within one step of individual names.
Seventy-two () percent of those whose logs yielded date
and time stamps were within one step of individual names.
Eighty-one () percent of those whose logs yielded user ids
were within one step of individual names.

If the number of steps to identification were related in some
way to the particular category of responsibility held by a sys-
tem administrator, e.g., central, network, administrative,
then researchers could expect to see a correlation in the data
analyses between these two elements. They might expect
that those individuals whose job it is to provide system
administration on large databases and administrative sys-
tems containing student registration and admissions data,
for example, by virtue of the level of data sensitivity in those
systems, would require more steps to get from log data to
individual identifiers. Likewise, if the number of steps to
identification were related in some way to the primary func-
tions of the computer systems being described, e.g., servers,
network monitors, mainframes, then researchers could expect
a correlation between these two elements. For example, they
might expect that those systems that perform as login servers
transporting critical information regarding identification,
authentication, and authorization to key services on the
campus, by virtue of the sensitivity of data there, will require
more steps to get from log data to individual identities.

An adjusted chi square analysis was done on these paired
elements of study data, respectively. The analysis showed no
significant correlation in either of these pairings. Researchers
must conclude that the number of steps required to get from
log data to the identification of an individual is simply a
function of access to the machine, skill and knowledge of the
system, and the availability of the data. At present, it has
little or nothing to do with the levels of sensitivity of the data
on the systems or with the requirements of confidentiality
that users might place on their data. Levels of authorization
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and checks and balances to the “authorizations” that cur-
rently are affiliated with role and that are assumed to be
granted must be put in place to protect personnel and to
secure systems.

Log Analyses 
Data increasingly are collected in logs. Are they being ana-
lyzed and used? Given the time constraints already
described by system administrators, the lamp team won-
dered how much these data were actually being used. The
team asked respondents how o�en they analyzed the data
they collect. Data that are collected but not used and that
are stored for undetermined periods of time (and perhaps
inadequately protected) increase institutions’ potential lia-
bility if those data are sensitive and protected by law.

Table  shows that approximately  percent of system
administrators indicated that they analyze the logs they col-
lect daily. However,  percent also reported that they analyze

the logs very rarely, never, or only on a case-by-case basis
when needed. Logs collected but rarely or never analyzed
introduce problems of security and data protection discussed
below (see the archiving section of this report).
Approximately  percent analyze their logs weekly. For those
who log for the purpose of security (e.g., catching ongoing
attacks), for operations management (e.g., to discover and
debug so�ware problems), or for network maintenance (e.g.,
catching login errors and traffic overloads), being able to ana-
lyze logs only on a weekly basis is not adequate. Under such
conditions, administrators cannot be proactive, but only reac-
tive, and may even be le� with nothing to do but clean up the
damage a�er an incident has occurred.

Used Frequency Percent Valid Percent

Very infrequently or never 5 6.4 6.6

Case-by-case 26 33.3 34.2

Daily 31 39.7 40.8

Weekly 8 10.3 10.5

Monthly 3 3.8 3.9

Other 3 3.8 3.9

Total 76 97.4 100

System 2 2.6

Total 78 100

Valid

Missing

TABLE  6 :  FREQUENCY OF  LOG ANALYSES

Of those administrators who analyze their log data prima-
rily by looking for patterns that would indicate systems
management problems, such as error messages, activity
overload, unexpected changes to files, usage level peaks,
failed transfers, and so on, there is a nearly even split
between those who do so on a case-by-case basis and those
who do so on a daily basis. Those who analyze their logs
when notified of an event account for  percent of respon-
dents; those who analyze logs daily account for  percent.
System administrators who analyze their log data primarily
by looking for security abuse patterns such as multiple
attempted logins, unauthorized access attempts, significant
command sequences, scanning attempts, and so on are more
likely to do so daily than on a case-by-case basis ( percent
daily versus  percent when notified of an incident).

As system administrators attempt to secure their systems
and proactively search for trouble signs by analyzing log
data, they identify patterns of user behaviors that signal
probable misuse or abuse of resources. For example, multi-
ple logins on one account within a short period of time from
different and geographically distant locations likely signal
misuse of an account—usually multiple people using the
same, probably stolen or given away, password for account
access. Operating rules can be established internal to the
system and can be used to signal trouble on data stores and
on administrative data files, e.g., cryptographic checksums
and hashing can be used to detect when data have been
changed. A reasonable way to increase vigilance is to actively
analyze patterns on system logs and establish such mecha-
nisms to alert managers to potential problems. But at what
point do data collection and analysis become surveillance
activity targeted toward individuals? 

If identification of a specific individual generally takes less
than two steps—and only one from log data already col-
lected—are other data collections and analyses of behavioral
patterns happening that might constitute a higher level of
logging and perhaps surveillance? Do the data collected in
logs ever begin with the identity of an individual and then
aggregate more data about that person? The project team
asked, “Do you ever target specific activities/patterns of indi-
viduals and then collect logs when those characteristics occur?”

Forty-two () percent of respondents indicated that on
occasion, they have collected information regarding the
online activities of particular individuals on their campuses.
At times, such individuals were suspected of abuse or mis-
use of systems and were being investigated. At other times,
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particular individuals were identified as being suspect and
therefore were watched for potential wrongdoing. In a small
number of incidents, targeted information gathering was
the result of a specific request from a higher authority seeking
to gain information about specific individuals’ online behav-
iors. (See Section : Conclusion and Recommendations for
further discussion of targeted personal information gathering.)

Archiving Log Data and Why
The terms default, enabled, and customized/scripted were
seen to have caused confusion earlier in this study. In the
investigation of archiving, the terms archive and back-up
also seemed to cause confusion for respondents. During the
interviews, some system administrators used the terms
interchangeably. Although it is possible that the terms are
used consistently within their organizations, we urge cau-
tion when drawing conclusions from responses to the fol-
lowing questions: “Do you archive log information you
collect?” and “For how long?”

The lamp technical focus group provided input as to why
project respondents seemed to confuse these terms. The
group defined archiving as the action of recording and stor-
ing copies of logged data for the purpose of freeing up disk
space and for analysis of incident investigation or for a
record of the system’s operational history. The term back-
up refers to the practice of recording the system state and
current data for use in case of a system failure. In the event
of a system procedural error, a system back-up such as mag-
netic tape can be used to restore the system to its last known
functional state. The focus group noted that these terms’
similar meanings result in even the most well trained tech-
nical specialists using these words haphazardly and inter-
changeably. Nevertheless, there is a clear difference between
these terms that is not always recognized.

Responses to the question about archiving showed that a
high percentage of administrators ( percent) do archive
log data. They described two basic reasons for doing so: ()
for history and retrospective analysis (It is important, espe-
cially in the case of security incidents that may have to be
investigated, that data be available for analysis.); and () to
maintain a steady state on the systems they manage. Many
referred to this as back-up so that systems could be
reconfigured and understood in the event of systems failure.
A majority ( percent) of respondents maintained their
archived data for more than two months;  percent main-
tained archives for between one and two months. The

research team did not ask about the longest period of time
for which archives might be kept.

Access, Criteria, and Policies
If the data on the machines are very to extremely sensitive;
if the logs themselves contain information such as ip
address, user id, and other information that is generally
only one step away from identification of individual persons;
and if the majority of log data at colleges and universities is
being archived for greater than two months, then how, if at
all, are these data being protected? The research team asked
if authorizations were required to access these data and, if
so, what the access criteria are. They also asked if policies
existed to guide the community and technical staff in appro-
priate use of, and access to, these data.

Response to the question about authorization to access log
data was strong. Virtually every system administrator (

percent) indicated that authorization for such access is
required. In most cases, however ( percent), authorization
is synonymous with role. Individuals who were assigned to
a particular work group, who were at a particular level of
system administration, who had “root” privileges on the
major systems being described, were also felt to have
“authorization” to access the log data simply by virtue of
their role,. Twelve () percent required a second level of
approval—permission of the designated manager—to access
the data. Note that responsibility and authority are not the
same. Note, too, that at most colleges and universities, indi-
viduals with considerably less experience in the field than
our respondents, and o�en, students, are given system
administrator responsibilities with root access to systems.

4.6

Number who have access Frequency Percent Valid Percent

Fewer than 5 people 42 53.8 56

5-10 people 21 26.9 28

11-25 people 10 12.8 13.3

More than 25 people 2 2.6 2.7

Total 75 96.2 100

System 2 2.6

Total 3 3.8

Total 78 100

Valid

Missing 99 1 1.3

TABLE 7: NUMBERS OF INDIVIDUALS WHO HAVE ACCESS TO LOG FILES



Because the size of departments varies greatly, the number
of people who are in roles granted “authority” to access these
data also varies. Table  shows the percentage of respondents
that selected each of the categories designating the numbers
of individuals who have access to log files.

The fact that system administrators o�en change roles and
responsibilities (as shown above in the length of time they
reported being in their current jobs) increases concern about
this method of granting “authority.” It is important to
understand what precautions are taken to remove access
privileges as individuals vacate these roles. Likewise, as new
people are assigned to these roles, it is important to under-
stand the amount of training they receive in the protection
and management of sensitive data, institutional policies, and
relevant law. Policies are helpful in guiding new as well as
experienced employees. However,  percent of respondents
reported that they did not have written policies regarding
log data, its collection, its appropriate use, authorizations for
access, or disposal of such data. If unwritten practices alone
are depended upon, then practices are sure to change as
people change roles. This is not an acceptable management
practice for systems handling sensitive data.
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Logging and Its Relationship 
to Student Records
This section explores the question of whether the law that
guides the handling of student records would be helpful in
informing the handling of log data as well if such data con-
stitute education records. To answer this question, the lamp
study team solicited college and university registrars’ expert
opinion as to whether the information obtained through
logging on college and university campuses constitutes a
“record” under the Family Educational Rights and Privacy
Act (ferpa). Designated the stewards of student data, these
individuals have the authority, in conjunction with univer-
sity counsel, to interpret ferpa and to put procedures in
place that will protect student records at their respective
institutions. Fourteen of the  registrars agreed to partici-
pate in the lamp project.

The project team developed nine scenarios on the basis of
real-life incidents. The team and the project’s advisory
board reviewed the scenarios. Six were selected and mailed
to the participating registrars. Each scenario was followed
by five questions concerning “education records,” appropri-
ate educational uses, violations of ferpa regarding gather-
ing or sharing such data, and access as “legitimate
educational interest.” Participants were asked to review the
scenarios and to respond over the phone to each of the
questions. (See Appendix F for the Registrar Scenarios and
Data Collection Instrument.)

In addition to collecting data from participating registrars,
the team asked two individuals from the Department of
Education’s Family Policy Compliance Office (fpco) to
review the scenarios and respond to the questions. (These
individuals are referred to herea�er as “the experts.”) The
team anticipated that the experts and the participating reg-
istrars would supply the insight needed to understand the
status of log data and the appropriate use thereof. Basic
descriptive statistics provided information about agreements
between registrars and the experts and about different types
and levels of log data.

The participating registrars and the experts from the Family
Privacy Compliance Office were asked the following five
questions for each of the six scenarios presented:

Question 1: Does any of the information referred to in
this scenario constitute an education record under
ferpa?

Question 2: Does collection of this information consti-
tute a violation of ferpa?

Question 3: Does the sharing of this information con-
stitute a violation of ferpa?

Question 4: Is this an “appropriate educational use” of
student information under ferpa?

Question 5: Does access to this information qualify
under “legitimate educational interest?”

Table  presents data pertaining to the six scenarios—five
questions about each—and the registrars’ and experts’
responses.

The Scenarios and the Results of Analyses

Scenario I: Let Me Know
John, a system administrator in a college math department,
collects information on the operation of the department’s
computers and networks. He needs to watch the flow of
traffic over his systems to responsibly manage the electronic
resources. Students, faculty, and staff heavily use the com-
puters. John’s log information includes the number of peo-
ple who sign on, the number of people using mail at any
given time, the number of packets of information sent across
the networks, and the static ip addresses of the machines
from which, and to which, those packets are sent. Generally,
John does not collect information about the kinds of serv-
ices individual users seek, where they go on the World Wide
Web, how much time they spend emailing or downloading
files, or specifically what files they look at. However, today
is different. The Dean wants to know how three student
staff members are using their time. He has demanded that
information be collected from their machines about them
and their use patterns and that it be turned over to him for
analysis. John secretly turns on the logging function and col-
lects information from the machines used by these students.

5.1

9 The six scenarios were selected because they represented a range of different factors that might be relevant to decisions about record status, legal behavior, intended use of

records, etc. Each represents a different type of incident, a different amount of data collection, and a different level of potential intrusion into privacy.
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The information includes time of access, the specific services
to which the student staff members go, what content they are
viewing, how long they are at particular sites, what email and
to whom email is sent, and when they log off their machines.

The project staff felt that several aspects of this scenario
were significant: The scenario is about students yet the stu-
dents are also employees of the institution. The person

requesting the data is a dean, with authority over the sys-
tem administrator being asked to collect data pertaining to
the behavior of the student employees. The request is for
secret logging, without the student employees being
notified. The request for log information goes beyond
machine data to personally identifiable information about
electronic mail, web, and file use. The scenario illustrates
low-level surveillance.

Scenario I: Scenario II: Scenario III: Scenario IV: Scenario V: Scenario VI:

Let Me Know 24x7 Information Complaint Follow-up Campus Safety… Watch This One Printer Server Log

Question 1

No 36 14 36 0 36 21

Yes 64 86.0* 64.0* 100.0* 64.0* 71.0*

Depends 0 0 0 0 0 0

Don’t Know 0.0* 0 0 0 0 7

% Matches** 0 86 64 100 64 71

Question 2

No 86.0* 93 79.0* 79.0* 79.0* 100.0*

Yes 14 7 21 14 21 0

Depends 0 0 0 7 0 0

Don’t Know 0 0 0 0 0 0

% Matches** 86 93 79 79 79 100

Question 3

No 50 43 50 21 29 64

Yes 36 21 36 43 57 7

Depends 7 14 7 7 7 7

Don’t Know 7.0* 21.0* 7.0* 29.0* 7.0* 21.0*

% Matches** 7 21 7 29 7 21

Question 4

No 64 14 50 7 57 21

Yes 14 57 36 57 29 64

Depends 14.0* 14.0* 14.0* 14.0* 14.0* 14.0*

Don’t Know 7 14 0 21 0 0

% Matches** 14 14 14 14 14 14

Question 5

No 57 21 57 14 71 21

Yes 29.0* 64 36 64 21 71

Depends 7 7.0* 7.0* 7 7 0.0*

Don’t Know 7 7 0 14.0* 0.0* 7

% Matches** 29 7 7 14 0 0

TABLE  8 :  PERCENT RESPONSES  TO SCENARIOS  BY  REGISTRARS  AND EXPERTS

Qustions

* indicates the response of the experts on that question.

** “Percent matches” means the percentage of the time the experts’ responses matched those of the registrars for that question.

Note: Percentages may not total 100 because of rounding.
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Sixty-four percent of respondents agreed that the data gath-
ered in the logs referred to in Scenario I did constitute an
education record; however, there was % matching with
experts on this item. In fact, the experts replied “don’t
know,” perhaps signaling the need for additional informa-
tion. Eighty-six percent of registrars agreed that collection
of these data did not violate ferpa. The percentage agree-
ment with the experts on this item was high. Fi�y () per-
cent felt that the sharing of these data did not violate
ferpa, while  percent said it did. A majority of registrars
thought this was not an appropriate educational use, and a
small majority said this did not qualify as legitimate educa-
tional interest. Matches between registrars and the experts
on these items were low— and  percent, respectively.

Scenario II: 24x7 Information
Tudlo College is electronically advanced. Its staff members
are particularly proud of the fact that all of their computer
resources have been networked together using state-of-the-
art technology. If a staff member needs information regard-
ing a particular student, she can obtain it quickly and
efficiently. The information the institution stores is exten-
sive: Not only does it maintain student grades, addresses,
course selection lists, financial aid, and other important
information online, but it has begun to collect information
about student transactions, as well. Through extensive net-
works and the use of card swipe machines and key card
access mechanisms across campus, information regarding
student transactions is collected twenty-four hours each day,
seven days per week. Staff thus can learn when a student
leaves his residence hall, which building he enters and when,
if he enters a particular room in that building, and even
when he leaves. Information about if and when the student
makes a purchase, eats a meal, reserves a book at the
library—even where he parks his car and how long he stays
in a particular parking space-can be gathered. Each time the
student swipes his id card, data are collected and stored in
the college’s databases. In the event of an emergency, the
college can locate a student rapidly and with great precision.
College officials believe that student safety will be enhanced
by this new capability.

Project staff believed the following aspects of Scenario II
were significant: The incident involves a student. The infor-
mation collected pertains to grades, financial aid, addresses,
course enrollment, financial transactions, locations, books
borrowed, meals taken, and dining times. The information
that is available is from multiple databases networked
together. Depending on the use made of it, such a collec-

tion of data can provide extensive information about an
individual and may constitute a high level of surveillance

Registrars strongly agreed ( percent) that the data referred
to in Scenario II did constitute an education record accord-
ing to ferpa. There was an  percent match with the
experts on this question. There also was very strong agree-
ment ( percent) that collecting such information would
not violate ferpa; the percentage match with the experts
was equally high. However, there was considerable confu-
sion and opinions were mixed about sharing the data.
Respondents barely agreed that this was an appropriate educa-
tional use. Sixty-four percent agreed that there was a legit-
imate educational interest in accessing such information.

Scenario III: Complaint Follow-up
Fred is a system administrator for a very large college in a
midwestern university. He receives a complaint from one of
the college’s sophomores. The student, Sarah, describes a
series of email messages that she has received from a person
whose name she does not know. Though the name on the
email is not familiar, the pattern of communication is. Sarah
feels certain that she knows who is sending her these
repeated messages. She alleges that Kenny, a senior at the
college, is stalking her. She wants Fred to take action as soon
as possible. Sarah reports that even when told to stop send-
ing her email, the sender did not stop and in fact increased
the demands in his messages. The sender tells her what
time her first class meets, which building she goes to in the
morning, and where and when she eats meals. Sarah is
frightened and consequently is having difficulty studying.
From system logs, Fred can identify the network, the
machine, and even the account from which the email mes-
sages were sent. He is certain that the account is in Kenny’s
name. Sarah wants action. Fred has some information that
points to Kenny. He decides to follow up by intensifying the
collection of information on Kenny’s machines. He writes a
script that will alert him each time his account is in use and
that will provide information on the account. In addition,
he establishes a system with the residence hall advisors to
tell him when Kenny is in his room and therefore using the
ip address to which his machine is assigned. He soon will
have a large quantity of information about Kenny’s elec-
tronic activities. His plan is to watch Kenny’s online behav-
ior, analyzing log records for at least two months.

The team believed the following aspects of this scenario
were significant: that the information is about two students;
it involves a charge of harassment by one student against
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another but no evidence thereof; it is secret investigation
and data gathering regarding one of the students by the sys-
tem administrator who is an employee of the university.

Sixty-four percent of the registrars agreed that these data do
constitute an education record. Seventy-nine percent agreed
that collection of these data does not violate ferpa; the per-
centage match with the experts was equally strong ( per-
cent). Agreement that sharing these data does not constitute
a violation of ferpa was weak, and opinions were mixed.
Agreement that this is not an appropriate educational use
was similarly weak ( percent vs. % who think it is an
appropriate educational use). Fi�y-seven percent of respon-
dents indicated that access does not represent a legitimate
educational interest whereas  percent indicated their belief
that it does.)

Scenario IV: Campus Safety Needs It
As the university becomes more electronically connected,
Sergeant Denver, an officer with the Department of
Campus Safety, is delighted with the information that
potentially will be available. Students are asked to have their
pictures digitized for inclusion on id cards. They use key-
card access for entry and departure from buildings, their
unique names and machine ip addresses are stored in read-
ily accessible university databases, and their course and
meal-time schedules are made available to the campus safety
staff as well. Sgt. Denver particularly favors the availability
of pictures online. This is information that Campus Safety
needs. Through the use of cameras, these images can be
matched with individuals entering campus buildings, or
those stopped for suspicious behavior, and their identities
can be verified. If they do not belong on campus, they can
be readily identified as non-students. If they are students
but are in locations without authorization to be there, they
can be notified or reprimanded. Witnesses to crimes can
even be shown the pictures so they can identify suspects in
“virtual lineups,” thereby assisting the officers in their work.
The picture information can be connected to applications
for employment or to resumes being sent to graduate or
professional schools. College departments already are using
them to assist professors in identifying students in large
classes. Keeping this information online facilitates access
and rapid transit when it is needed by different organiza-
tions on campus and officers in their different locations. It
can be kept available indefinitely.

The project team believed several factors within Scenario IV
to be interesting and significant: The scenario involves stu-

dents. The university collects and stores copies of student
images as digitized photos. There are a number of appro-
priate ways in which faculty, students, and staff might use
images of students. Though the images were taken explic-
itly for use on personal campus identification cards, campus
police wanted to make other uses of these same images.
Police wanted to combine these stored images with other
stored electronic data for investigation of crimes and poten-
tial identification of criminals. This scenario potentially
involves an unauthorized secondary use of personal data.

Scenario IV drew unanimous agreement ( percent) that
the data do constitute an education record according to
ferpa, and the percentage match with the experts was .
There also was a high percentage of agreement ( percent)
that collection of such data does not violate ferpa. (The
percentage match on this item was . There was confusion
and disagreement about whether sharing this information
violated ferpa. There was slight agreement that this situa-
tion does represent an appropriate educational use, and 

percent agreed that this also represents a legitimate educa-
tional interest (only  percent said it does not.) For both of
these items-educational use and legitimate educational
interest-the percentage match with the experts was only .

Scenario V: Better Watch This One
Sidney is in charge of all network systems at a small liberal
arts college. He also manages all of the central services and
servers for the college. It is very difficult to keep everything
up-to-date, working together, and coordinated. Sidney is
not happy with the number of interruptions caused by
unknown hackers who seem to explore systems looking for
unprotected files and applications. He has configured his
machines to log all machine activities, the amount of traffic
flowing over the network, the number of machine errors
that occur, and to notify him and other system administra-
tors when machine problems occur. But this information
does not communicate much about individual computing
behaviors. Sidney knows that several students on campus
have extraordinary computer skills and pride themselves on
being able to do remarkable electronic feats on the net-
works. While they have never been identified as causing a
computer problem or disciplined for inappropriate behavior
on campus, Sidney decides that it is better to periodically
watch the students than to remain ignorant of their activi-
ties. He selects one in particular who he thinks would be
likely to engage in hacker activity and intensifies the infor-
mation gathering logs connected with the student’s id,
unique name, account use, the ip address of his machine,
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and all connections made from his residence hall. By peri-
odically gathering and analyzing this extensive information
about the student’s local and web activity throughout the year,
Sidney can be assured that the student is not participating
in hacker activity—or, if he is, he can be quick to suspend
his account or report him to Student Affairs for discipline.

The following factors in Scenario V were identified by the
project team as significant: The scenario involves one
selected student; there has been no violation of university
policy or law; there is no evidence of wrongdoing on the
part of the student; information about the students is col-
lected secretly; the information monitored includes Web
activity, ip addresses, and much more. This scenario repre-
sents a substantial form of surveillance.

Sixty-four percent of respondents agreed that the data
referred to in Scenario V do constitute an education record
under ferpa. There was even stronger agreement ( per-
cent) that collection of these data does not violate ferpa.
The percentage match with the experts was equally strong
(). There was slight agreement ( percent) that sharing
would constitute a violation of ferpa and that this scenario
did not represent an appropriate educational use ( per-
cent). Unlike the other scenarios, about which opinion
regarding legitimate educational interest was mixed, there
was relatively strong agreement ( percent) that access to
these data did not constitute a legitimate educational inter-
est. The percentage match with the experts on this item was
zero because the experts said they “didn’t know,” perhaps
signaling the need for additional information.

Scenario VI: Printer Server Logs
Administrators at a central university are becoming alarmed
at the cost of providing computing resources to the campus
community.They are struggling to find ways to pass the costs
of particular services back to the students and in some way
to “throttle” the overuse of resources they suspect.To do this,
they must gain access to name-related use patterns on speci-
fied services. System administrators are instructed to initi-
ate logging mechanisms on all print servers in the public
computing sites. The data logs provide the following infor-
mation: the name of the student printing material, his or her
unique name and account number, the number of sheets of
paper printed, the time and date of the printing, whether the
printing was graphics or text type, and the machine from
which the printing request was sent. The logs are analyzed,
and a bill for printing services is sent to each student. Logs
are kept for two to four years for purposes of accounting.

Project staff identified the following factors in Scenario VI
as significant: The situation involves students. The data col-
lected are personally identifiable, including name, account
number, and quantity of printing. The purpose of the logs
is to bill students for printing charges. Data are kept for two
to four years. The data represent business processes directly
connected with the university and students’ business rela-
tionship with the university.

Scenario VI drew strong agreement among the registrars.
Seventy-one percent agreed that the data do constitute an
education record under ferpa; the percentage match with
the experts was . Registrars were unanimous ( percent)
in their belief that collection of these data did not consti-
tute a violation of ferpa; the percentage match with the
experts was . Sixty-four percent agreed that sharing
these data did not constitute a violation of ferpa. Sixty-
four percent also agreed that what was described probably
was an appropriate educational use. Finally,  percent of the
registrars agreed that access to this information did consti-
tute an appropriate educational interest. The percentage
match with the experts on this item was zero because the
experts replied “It depends,” likely signaling the need for
more information.

Summary—Responses to Scenarios
In summary, the six scenarios presented to participating reg-
istrars and the experts pointed out several areas of strong
agreement, as well as several areas of confusion and uncer-
tainty. There is strong agreement that the data collected in
each of the six scenarios constitute an “education record”
under ferpa. This agreement was particularly strong for
scenarios II (x data collection and IV (student online pic-
tures). Agreement between registrars and the experts was
highest for these two scenarios— percent and  per-
cent, respectively.

There is strong agreement that collection of the data repre-
sented in the six scenarios does not constitute a violation of
ferpa. Particularly strong agreement was evident for
Scenarios I (student employee logging), II (x student
data collection), and VI (billing for printing). Percentage
match with the experts was strongest for these three sce-
narios as well, at , , and , respectively.

All of the scenarios point out confusion and uncertainty
regarding whether sharing of the logged data constitutes a
violation under ferpa. Possible reasons for this may be ()
the respondents had not previously been faced with questions
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about these kinds of data; () the law is unclear ; () the
question was poorly worded; or () more information was
needed. However, had this question required more specific
information, researchers would have expected a higher per-
centage of “it depends” responses. Instead, only  to  per-
cent of respondents replied “it depends.” (See Section :
Conclusions and Recommendations for further discussion
of this response.) Across all of the scenarios, the highest
percentage of matches on this item between the registrars
and the experts was , suggesting that little guidance is
available on how to answer this question or that no guide-
lines regarding this type of data sharing currently exist.

Responses as to whether the scenarios described “appropri-
ate educational use” of student data were similarly mixed.
While the percentages of agreement among registrars were
not as low as those recorded in response to the item on the
sharing of data, the highest percentage of agreement on this
item was only . With regard to Scenario I,  percent of
respondents said that collecting information by secretly log-
ging student employee computer usage was not an appro-
priate educational use of data; with regard to Scenario VI,
 percent said that logging printer usage for billing pur-
poses was an appropriate educational use.) Again, the per-
centage match between registrars and experts for all
scenarios was very low.) Many more respondents indicated
that it depended on other factors. The question may not
have been well worded, and the terminology itself may be
unfamiliar or confusing. It also is possible that other specific
pieces of information that are spelled out under the law
should have been included in this scenario in order to clar-
ify respondents’ choices.

Respondents were more certain about whether access to the
data described in the scenarios constituted a legitimate edu-
cational interest. This was particularly true for Scenarios V
(watching potential hackers) and VI (billing for printing).
With regard to Scenario V, respondents agreed that moni-
toring potential system abusers was not a legitimate educa-
tional interest whereas billing for printing (Scenario VI)
was a legitimate educational interest. Across all of the sce-
narios for this item, the highest percentage match between
registrars and experts was  (Scenario I, logging student
employee activity), indicating that the experts needed more
information about how individual institutions have defined
“legitimate educational use” to answer the question. More
specific guidelines on this item may also be needed.

To determine why responses about data sharing, educational
use, and legitimate educational interest differed, we must
refer to the language in ferpa and interpretations thereof.

The Family Educational Rights 
and Privacy Act
It is not the intent of the lamp project team to attempt to
interpret ferpa, to offer legal advice about the status of
records, or to judge the appropriateness of disclosure of
records under the law. However, it is appropriate to com-
ment on the results of the data analysis relative to language
in the Act and commonly accepted requirements of the Act.
These comments follow the order of the five questions
asked in the registrar data collection instrument.

QUESTION #1

The first question pertained to whether the data collected
in logs, as described in each of the scenarios, constituted an
education record as defined by ferpa. Researchers learned
that there was strong agreement among respondents across
all of the scenarios that the data were indeed education
records. The Act  clearly defines education record; there-
fore, identifying the appropriate response apparently was
relatively straightforward.

“Education record means those records, files, documents,
and other materials which contain information directly
related to a student and are maintained by an educational
agency or institution or by a person acting for such agency
or institution.

“Record is understood to mean any information or data
recorded in any medium (e.g., handwriting, print, tapes, film,
microfilm, microfiche, any form of electronic data storage.”

The log information described in each of the scenarios was
individually identifiable: directly related to a student and
retained by the agency/institution. A majority of the
respondents judged it to be an education record in accor-
dance with ferpa. However, there was little match with the
experts on this item. This mostly likely was the result of
some question as to whether the student was employed “as
a result of his or her status as a student.” The law states that
records that are kept as part of the normal course of busi-
ness are not education records unless the records are for a
student employed “as a result of status as a student,” in
which case they are education records. In Scenario I, the
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difference of opinion among respondents and certainly
between the registrars and the experts on the “records” ques-
tion most likely hinged on the student’s employment status.

QUESTION #2

The second question respondents were asked was whether
collection of these log data would be considered a violation
of ferpa. Respondents strongly agreed across all six sce-
narios that collection of the information described did not
constitute a violation of ferpa. Careful reading of the Act
shows that the law does not address the particular types of
information institutions may collect regarding students. The
Act is silent on this point, and respondents’ strong agree-
ment seemed to reflect the lack of regulations in this area.

QUESTION #3

The research team asked if sharing of the log information
constituted a violation of ferpa. Data analysis revealed
confusion and uncertainty in the registrars’ responses to this
question across the six scenarios, with some differentiation
in specific cases. The word “sharing” does not occur in
ferpa. However, if you share information, you disclose it by
default. The relevant question, then, is with whom you share
it. “Disclosure” is used and defined as follows: “To permit
access to or the release, transfer, or other communication of
personally identifiable information contained in education
records to any party, by any means, including oral, written,
or electronic means.” In only two of the scenarios were there
actions that implied that “disclosure” did or would take
place. The question was based not on actual wording within
the scenarios but rather on the concept and whether shar-
ing of the information that was described would constitute
a violation of ferpa.

There are several potential reasons for the difficulty respon-
dents seemed to have in answering this question: () They
may not have had experience with disclosure of the types of
data—log data—described in the scenarios. () There are no
clear guidelines relative to log data in particular. However,
because such data are personally identifiable and qualify as
education records, this should not have been the primary
source of confusion. () The differing responses to this ques-
tion most likely stemmed from the fact that the law allows
institutions to define for themselves to whom they will dis-
close information, albeit it must be stated in policy and
made readily available to students. For example, institutions
may define who is a “school official”-those who may legiti-
mately access student information. Institutions also may
define the criteria for determining what constitutes a legit-

imate educational interest. There is no evidence in Scenario
III that they have done either.

While institutions may define processes for sharing infor-
mation, the intent of the law seems clear: to protect the pri-
vacy rights of students for information that is not
designated as public/directory information and to give par-
ents and students the right to determine which items of
their information contained in the institution’s directory
information may be disclosed. The law states, “Directory
information means information contained in an education
record of a student which would not generally be considered
harmful or a violation of privacy if disclosed.”

Answering the question about disclosure/sharing of the log
information therefore depended on whether the institution
had fulfilled its annual notification requirement, whether it
had designated the intended recipient of the shared data as
a “school official” according to their job description, and
whether the intended access to the data fell within the insti-
tution’s criteria for what constitutes legitimate educational
interest. None of the six scenarios provided sufficient infor-
mation about these aspects of institutional policy and
process to allow respondents to derive an unequivocal
answer to this question.

QUESTION #4

The fourth question that was asked for each of the scenar-
ios was “Does this constitute an appropriate educational
use” of the data? Certain commonly used terms in the
implementation of ferpa have gained acceptance over the
years. Legitimate educational interest, the terminology used
in the law, has come to be known more familiarly as “need
to know.” The term appropriate educational use is not defined
in the law, and while it may be understood, it is not neces-
sarily accepted as a substitute. Respondents may have had
personal opinions about whether the data use described in
the scenarios was “appropriate, since there is no legal
definition,” and their responses reflect the different cultures
of the institutions represented and their particular sets of
values.The variance in the results may indicate several issues
pertaining to “appropriate educational uses of data” that need
to be discussed and decided, particularly as we now have the
capability to transport and disclose information electronically.

It is important to note that the law allows disclosure of edu-
cation records without prior student consent in certain
cases—specifically, disclosure to state and local officials or
authorities to whom the information:
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is specifically allowed to be reported or disclosed pursuant
to state statute adopted before November , , if the
allowed reporting or disclosure concerns the juvenile justice
system and the system’s ability to effectively serve the stu-
dent whose records are released…

Scenario IV involved campus police requesting the release
of information for their use in identifying potential crimi-
nals. Because campus police wanted to use information
about students for whom there was no suspicion of wrong-
doing “for virtual lineups” or image comparisons, respon-
dents were faced with a serious question of appropriate use.
No subpoenas are indicated in the scenario. Campus police
may be defined as employees of the institution and possibly
as “school officials.” The question in fact may be even more
complicated. Release of student education records to cam-
pus safety personnel is not an automatic process that is not
subject to the standard ferpa protections in regard to dis-
closure. Simply because the law enforcement personnel may
be employed by the institution does not nullify the precau-
tions that need to be taken in making any disclosure. “Law
enforcement agencies and health offices requiring access to
student records are bound by all of the conditions of acces-
sibility stipulated by ferpa.”  Further, the records identified
in Scenario IV cannot be assumed to be exempt from the
definition of education record for law enforcement pur-
poses. That exemption is for “records maintained by a law
enforcement unit…created by that law enforcement unit for
the purpose of law enforcement.” Photographs of students
qualify as an education record. They were not created for the
purpose of law enforcement. In recent revisions of the law,
institutions have been given the right to define photographs
as directory information if they wish to do so. Given the
many inappropriate ways in which photographs can be used,
as well as student concerns about pre-employment and pre-
admission discrimination and even potential stalking through
the use of publicly available photographs, institutions need
to carefully consider use of these records. Certainly this is
an area needing further clarification and guidelines.

QUESTION #5

Finally, respondents were asked if the scenarios described
access to information that represented a “legitimate educa-
tional interest.” Although the law does not define this term
specifically, it is clear that institutions must do so. “It (law)
states that institutions must establish their own criteria,
according to their own procedures and requirements, for
determining when their school officials have a legitimate
educational interest in having access to a student’s education
records.” Even if a person has been designated a “school
official,” he or she does not have inherent rights to any and
all education record information. The school official must
demonstrate a legitimate educational interest as opposed to
a personal or private interest, and such a determination must
be made on a case-by-case basis.”  The law states that the
institution must publish its policy and criteria for designat-
ing school officials and determining legitimate educational
interests and make them available to students. It further
states that when disclosures are desired that have not had
prior notice, decisions must be made on a case-by-case basis
(unless they meet designated exceptions); this was not evi-
denced in any of the scenarios.

“Guidelines for Postsecondary Institutions for Implementation
of the Family Educational Rights and Privacy Act of 

as Amended,” a publication of the American Association of
Collegiate Registrars and Admissions Officers (aacrao),
provides sample criteria for determining who are “school
officials.” Criteria include a person employed by the insti-
tution in an administrative, supervisory, academic, or
research or support staff position. If an agency had listed
such criteria and had designated system administrators as
school officials, then registrars could have answered “yes” to
at least part of the question about “legitimate educational
use.” However, answers still would hinge on whether the
institution’s criteria for assessing legitimate educational use
included the use implied in each of the six scenarios.
Without this information about agency/institutional poli-
cies and criteria, registrars had to answer “It depends” or
provide a response based on their own personal values. Only
in scenarios V (Better Watch This One) and VI (Printer
Server Logs) did respondents register strong opinions.
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On July , , House Majority Leader Dick Armey and
the American Civil Liberties Union released a joint state-
ment entitled “Proliferation of Surveillance Devices
Threatens Privacy.” The statement describes several inci-
dents of technology use for secret surveillance and collec-
tion of data regarding United States citizens. Armey and the
aclu write:

We are extremely troubled by this unprecedented expansion
in high-tech surveillance in the United States. We believe
that technology should not be used to create a “virtual line
up” of Americans who are not suspected of having done
anything wrong. The threats to privacy in America are all
too real. We believe the privacy risk outweighs any benefits
that these devices may offer. It’s time to take notice of what
has happened to privacy in America today. 

One day earlier, on July , computer security experts and
individuals from many countries and whom the public
sometimes calls hackers were convening to learn more about
new security issues facing companies and education institu-
tions that are heavily dependent on information technolo-
gies and networks. The cert Coordination Center, a
security emergency response and research group at Carnegie
Mellon University, reported that more than , computer
security violations had been reported in the first quarter of
the year-a number much greater than in previous years.
Kevin Manson, a conference attendee, said, “I’d say we’re
about as well prepared for cyber warfare as we were the day
before Pearl Harbor was struck.”  William Tafoya, a com-
puter security expert, stated, “With the current wave of
computer crime, it’s not a matter of having enough people,
it’s a matter of not having the expertise.” 

The lamp project was initially conceived precisely because
college and university policy makers were not prepared to
define the relationship between log data and records.
Direction and even guidance regarding the relationship
were not available. Experts who could relate what was being
done in terms of logging and monitoring activities on cam-
puses were not knowledgeable about the legal protections of
privacy afforded under ferpa, and vice versa. With fund-
ing support from the National Science Foundation, Digital

Government Program, the project was undertaken to
answer this and related questions.

Summary 
The lamp project provides information about a number of
specific issues, e.g., how much logging is being done, how
easy it is to access personally identifiable information. The
project also sheds light on more general issues, such as the
trend to use technology without fully understanding its
capability, the creep and expansion of surveillance potential
through technology, and the need for more extensive inter-
disciplinary communications and for discussion of ethics as
well as the law.

Sixteen geographically clustered colleges and universities
participated in this study. The institutions varied in size, in
their experience in the use of electronic networks, and in
their missions (public vs. private, two-year vs. four-year).
The first group of participants was system administrators.
Fi�y-seven system administrators participated in the study-
an average of approximately three from each institution. On
each campus, system administrators who were considered
the most knowledgeable about computer logging—”those
who know the most about computer logging on networks,
administrative systems, central systems, and for large col-
leges”—were identified. A member of the project team
interviewed each system administrator individually. In
response to a standard questionnaire, system administrators
provided data regarding their major systems.

The second group of participants was registrars and ferpa
experts from the Family Records Compliance Office.
Fourteen of the  institutions’ registrars participated.
(Registrars were selected because they are responsible, by
virtue of their position, for implementing ferpa on cam-
pus and because they possess the knowledge to interpret
ferpa regulations). Responding to a selected set of six sce-
narios describing various logging events and subsequent
data use, they provided information about privacy and pro-
tections afforded to education records. Two experts from the
frco office also agreed to review and comment on the sce-
narios, thereby adding their expertise to this study.
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Results: Specific and Obvious Conclusions
There are specific and obvious, as well as more subtle, con-
clusions to be drawn from this study.

REGARDING PARTIC IPANTS ,  THE  STUDY SHOWS THAT:

� System administrators, the most knowledgeable about
logging on campus, had a wide range of educational
training; their highest earned degree ranged from a high
school diploma to a Ph.D. The majority held science-
related degrees (B.S. or M.S.).

� The project system administrators possessed an impres-
sive number of years of experience in the field of com-
puting ( percent between  and  years.) However,
there was evidence of job changing and a high rate of
personnel changes within the population. Nearly  per-
cent had been in their current jobs for less than five years.

� Although many of the respondents had participated in
extensive self-teaching, they had received limited formal
training in security on the machines they administered;
less training in data protection and fair information prac-
tice; and little or no training in student record protection
under ferpa. None had taken courses or seminars con-
cerning ferpa.

� The registrar participants had varying degrees of knowl-
edge about technical logging and monitoring activities.

REGARDING CAMPUS PRACTICES ,  THE STUDY SHOWS THAT:

� System administrators have a complicated set of respon-
sibilities and operate within considerable constraints of
time, resources, and support for training-and this despite
increasingly complicated systems.

� Logging does happen on campuses: Ninety-six () per-
cent of respondents log on their major machines, and 
percent of system administrators would like to do more
extensive logging. Logging is done for three primary
purposes: security; systems and network maintenance/
troubleshooting; and operations management.

� Most of the respondents ( percent) use the default log-
ging function on the machines they manage. A high per-
centage ( percent) disables or enables specific functions
to make log output more useful. A high percentage (

percent) also customizes the logging done on their sys-
tems primarily to organize the log output for easier
searching, analysis, and use.

� Terminology in this area is used inconsistently. As a
result of rapid technology changes, upgrades, and issues
inherent in interoperability, administrators appear to be
using technology about which they do not have full
knowledge.

� Logs typically contain several pieces of information,
including ip addresses, user IDs, domain name
addresses, and date and time stamps of computer con-
nections and transactions.

� Using the information contained in logs to identify
specific individuals typically is a trivial exercise for sys-
tem administrators, requiring, on average, only one
action.

� Though some respondents analyze logs daily, most ana-
lyze log data only infrequently.

� Forty-two () percent of respondents sometimes use
logging to collect information about the behaviors of
specific individuals without informing those individuals
that they are doing so and without specific permissions
being required.

� Many respondents ( percent) archive log data. Twenty-
two () percent keep logs for more than two months.

� Logs are archived and typically require special “authori-
zations” to access. However, those authorizations essen-
tially are tied to role, without additional permissions
being required. Most schools do not have in place writ-
ten policies regarding access to log information.

REGARDING EDUCATION RECORDS, THE STUDY SHOWS THAT: 

� The registrar respondents strongly agreed across all of
the scenarios that the log data described constitute edu-
cation records under the definition provided in ferpa.

� Registrar respondents strongly agreed that collection of
the log data does not violate ferpa. There was consid-
erable uncertainty about whether sharing such data vio-
lates ferpa.

� Responses regarding whether the actions described in the
scenarios constitute an appropriate educational use of the
data and whether access to such data would be considered
“legitimate education interest” under ferpa were mixed.
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Results: Dynamic Pressures on System
Administrators and Registrars
The lamp study revealed several interesting trends, as well.
Both system administrators and registrars are subject to
dynamic pressures brought about by the new electronically
networked environments within colleges and universities.

System administrators, educators, and politicians now face
pressure for privacy protections on the one hand and for
security protections on the other. The need to balance pri-
orities has administrators of computer systems at the pres-
sure point, somewhere between these competing forces.
System administrators have demanding, increasingly com-
plicated, and difficult responsibilities. They are expected to
perform their duties under conditions characterized by too
little time, rapidly changing technologies, increasing attacks
on systems, increasing numbers of hardware and so�ware
failures and bugs, and rapidly changing personnel. Their
responsibilities have increased exponentially. Yet opportuni-
ties for training and support to obtain the personnel and
equipment they require to maintain and operate their sys-
tems have not kept pace. Frequent staffing changes, depart-
mental reorganizations, increasingly knowledgeable but
sometimes under-trained personnel, interoperable yet
sometimes incompatible systems, and exponentially grow-
ing user demand have combined to produce trying work
environments for system administrators. These individuals
have not had the opportunity to become experts in the intri-
cacies of security on the multiple systems they manage; in
the sensitivity characteristics of the data that flow across
their machines; or in the privacy considerations and rights
of users.

Registrars are the other significant group being asked to
balance seemingly contradictory priorities. When the
Family Educational Rights and Privacy Act first was writ-
ten, data administration and processing were accomplished
primarily on mainframe computers with tight controls on
access and data management. Registrars, as stewards of the
data, were more easily able to establish controls and proce-
dures to implement the rules and regulations of the law
because there were fewer data access points and more eas-
ily coordinated procedures.

Since that time, however, information technology has
enabled the distribution of data over electronic networks.
Data now can be accessed on the desktops of any number
of college and university personnel—students, faculty, and
staff. Passing over networks that are yet to be adequately

secured, such data also may be available to unauthorized
persons through sniffers and other capture devices. The dis-
tributed environment has grown exponentially in terms of
the number of users and the number of people who believe
they have a “need to know”-potential “school officials” under
ferpa, if the institution defines them as such. The regis-
trar’s responsibility to implement the law in such an envi-
ronment is onerous. To ensure that policies are in place,
when so many departments and individuals may be trying
to access data, is a formidable task. To ensure identification
of “records,” provide annual notification, define the criteria
for “legitimate educational interest,” etc. in these new elec-
tronic environments is difficult and time-consuming.

It is difficult to manage data that can travel, with or with-
out authorization, at high rates of speed, spreading to a
multitude of receivers in mere seconds, and to do so in
accordance with law and with sensitivity to individual pref-
erences. Registrars have this responsibility. At present, they
also find themselves required to be involved in, as well as to
understand the complexity of, new enterprise-wide systems-
new administrative, technological applications that are
changing the ways in which records are created, stored,
transported, and accessed. These systems require that regis-
trars become familiar with new terminology, concepts, and
technologies that, as discussed above, may not be fully
understood even by those considered to be technical experts
on campus.

Both system administrators and registrars have important
areas of expertise. But it seems clear from this study that
these individuals are not communicating with each other
enough, if at all. Given differences in terminology, in under-
standing of data sensitivity and protection, in comprehen-
sion of the capabilities and operations of computer networks
and systems, and in basic responsibilities, more interaction
is required. Like individuals using the other’s language as a
“second” language, there are too many opportunities for
missed communication and misunderstandings; only fre-
quent and systematic exchanges and systems requiring
checks and balances on these two disparate areas can rectify
this situation.

Results: More Subtle Conclusions
This study highlights “obvious” findings as well as several
that are more subtle. These deserve serious and immediate
discussion on every college and university campus as well as
subsequent action to better protect student records from
potential privacy abuses; systems from misuse and abuse;
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and institutions from increased liabilities. For each of these
findings, the authors make a recommendation for action.

RESPONSIB IL ITY  WITHOUT ADEQUATE  INFORMATION

College and university staff members are handling data
about which they do not have adequate information. In the
networked, technology-dependent environments of college
and university campuses, many responsible staff members
are expected to manage resources without sufficient infor-
mation or training to do so effectively, ethically, responsibly,
and legally. If this was true of the system administrators in
the lamp study, consider how many others on college and
university campuses—those not felt to be “most knowl-
edgeable” about functions on the systems they manage—are
operating without critical information about systems and
sensitive data.

Recommendation: Colleges and universities must provide all
system administrators with more adequate training in secu-
rity on the systems they manage; in data protection; in fair
information practice; and in relevant law, particularly in the
rights afforded to students under ferpa. Provide instruction
in ferpa confidentiality requirements and other relevant
laws for all those with root access on systems.

DECIS ION RESPONSIB IL ITY  WITHOUT 

FULL  TECHNICAL  UNDERSTANDING

College and university staff members are making decisions
about applications without fully understanding the techno-
logical capabilities. When institutions require individuals
who have expertise in one area/discipline to make decisions
about technology applications they don’t fully understand,
both the individual and the institution find themselves in
jeopardy. The individual may make decisions based on inad-
equate or incomplete information only to find that protec-
tions of data that were assumed are not in place, or that
access rights they thought were limited in fact involve many
other people. Registrars and others attempt to collaborate
with their counterparts in the area of technology when they
make decisions about enterprise applications. However, it
o�en is the case that terminology differences and miscom-
munication, as well as time constraints, result in incomplete
communication that can result in liabilities for the institu-
tion as a whole. Both registrars and system administrators
were seen to be victims of this condition in the lamp study.

Recommendation: Colleges and universities must provide reg-
istrars with more adequate training in security on the sys-
tems that handle and transport student data on campuses.

Such training must include information about the logging
and monitoring capabilities of new and emerging technolo-
gies. Registrars should define logs that have ip, domain
name, user id, date-time stamps, and any other identifiable
information as education records. They should regularly
define what education records exist and provide the name of
the person responsible for maintaining the record. They
should provide wider publicity and education for campus
members concerning student record privacy rights, criteria
for legitimate educational interest, and definitions of school
official and what constitutes “need to know.”

OVERLOAD AND FRUSTRATION OF  

PROFESSIONAL  TECHNICAL  STAFF

Many system administrators are under-trained and under-
supported. Such conditions contribute to or even perpetu-
ate failure. They can result in administrators taking actions
that may prove faulty or inappropriate, particularly when
time pressures are a factor. Unusual and inappropriate
license may be taken and rules may be “bent” to accomplish
tasks perceived as critical. System administrators need a
clearer career path—one where additional training and
more responsibilities are rewarded with fiscal compensa-
tion, at market value, and where other forms of compensa-
tion are readily available.

Recommendation: Colleges and universities must provide sys-
tem administrators with a professional career path, one
where more advanced training is tied directly to commen-
surate financial compensation and where advanced levels of
responsibility are clearly coordinated with increased com-
petency across multiple operating system platforms.

INADEQUATE  PROTECTION FROM UNWITTING ACTS

Without adequate guidelines, policy, interpretations of law
(where relevant), and standards of behavior, college and uni-
versity staff are le� unprotected from actions they may take
in good faith but without adequate information. The
absence of written policies about access to sensitive data,
access and manipulation of log data, and even whether logs
are subject to the protections of ferpa results in adminis-
trators of these data being vulnerable to mistakes or to com-
mitting acts that might compromise the privacy of users and
increase institutional liability. Were it not for system admin-
istrators’ own professional ethics and for established, albeit
not written, practices, more difficulties surely would exist
regarding access to log data. Responsibility and authority
are not the same. When the presumption exists that author-
ity is automatically tied to job description, it is easy for indi-
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viduals to act beyond appropriate “authority” in particular
situations. Rapid turnover can result in changed processes.
The checks and balances that come with written policies
and with defined levels of authority for obtaining additional
privileges are absent. Staff members are vulnerable to mak-
ing mistakes.

Recommendation: The Department of Education Family
Policy Compliance Office must provide sample policies for
institutions regarding access to student education record
data in electronic environments. Sample scenarios also
would be beneficial for all college and university community
members. AACRAO already has been helpful in this
regard. However, the material that has been written does
not seem to be reaching the technical staff of colleges and
universities. Registrars also have an obligation in this regard
and must expand their efforts to define and educate indi-
viduals about privacy and their rights under ferpa. A warn-
ing should appear whenever a user logs on to a student
information system, e.g., “You are attempting to access
legally protected information.” Colleges and universities
must establish effective processes for removing user access
immediately when a user leaves the institution, and partic-
ularly for removing access privileges for those in positions
that allow root access on machines. Colleges and universi-
ties must decrease the number of people who have access to
log data and must set clear destruction schedules for data
a�er they have been used. A complete process of audits
should be put into place to identify each person who
accesses sensitive or protected data.

DEFINING THE LEVEL  AND L IMITS  OF  LOGGING

The activities system administrators must pursue for the
sake of security and for operations and network manage-
ment—logging and monitoring—must be considered at
three levels in relation to privacy considerations.

Recommendation: The following three levels of logging activ-
ity are proposed for consideration as a method for match-
ing data access with responsibilities and policy. Adoption of
this or some similar system will assist administrators in
establishing consistency and coordination.

LEVEL  I  

� Logging at Level I is for the purpose of network or oper-
ations management. Either data yielded cannot be asso-
ciated with an individual user or functions are enabled in
such a way as to effectively separate identifiable infor-
mation from other output.

� Analysis and search rules are established to prevent indi-
vidually identifiable information from being matched
with output.

� This level of logging should be encouraged as o�en as
possible, and logs should be analyzed regularly to main-
tain systems and operations.

LEVEL  I I  

� Logging at Level II is also for the purpose of network and
operations management as well as security. The data that
are yielded may be associated with individual users
through multiple steps. However, the data are separated
into log outputs to facilitate analysis of specific functions
but to provide checkpoints before data can be linked and
related in such a way that education records are created.

� This level of logging should also be encouraged for the
sake of system security and stability.

� The number of individuals with access to Level II log
data should be restricted.

� Policies should be clearly written and disseminated
regarding the linking of data and the conditions under
which such can be done.

� Policies must designate the person who is the school
official when data are combined as education records,
and determinations need to be made relative to their
access or release.

� Log data at Level II should be protected. Barriers-
specified authorization processes-should be put into
place in the event that data linking is necessary.

� Individuals handling data at this level must be trained in
ferpa and must sign an agreement to abide by appro-
priate policy and relevant law.

� Archiving of Level II data is short in duration, with
destruction following the designated period of use.

LEVEL  I I I

� Logging at Level III is primarily for the purpose of secu-
rity. Data yielded at this level include ip addresses, user
IDs, account information, email addresses, date and time
stamps, and other readily identifiable information.
Individuals with access to this level log are very few in
number and have high-level authorizations are docu-
mented in their position descriptions.

� Levels of authorization are canceled immediately when
the individual changes jobs or leaves the agency.

� Individuals dealing with this level of data are highly
trained in ferpa and data access procedures.

� The repercussions of violating data security levels are
written, disseminated, and enforced.
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� The annual notification to students clearly identifies this
level of logs as education records, and students are given
rights of review and correction of these records under
ferpa.

� Archiving of combined student data is extremely short,
and destruction of such data, a�er use, is prompt.

� “Legitimate educational interest” for access to these log
data is defined in policies and operational guidelines.

INVESTIGATION AND PURSUIT  WITHOUT 

SUFFIC IENT  COLLABORATIVE  CONSULTATION

Because of the lack of policies and training regarding regu-
lations, law, fair information practice, and data protection,
college and university personnel are pursuing abusers of
their systems and potential abusers of systems and data on
their own. Many probably do not even realize that there are
appropriate procedures for conducting such investigations,
that evidence preservation is an important aspect of crimi-
nal investigations, or that simple techniques for investigat-
ing patterns of potential abuse may violate privacy rights
and law. lamp study respondents occasionally indicated
that they would confer with university counsel or with staff

members designated as user advocates or problem handlers
before going further in gathering log information. However,
in many cases, this was not considered necessary. The
“bright line”—the line beyond which they should not go in
gathering information on suspected system abusers—was
difficult to see. In fact, the line may not even exist in the
minds of many system administrators because they have
received little help in drawing it. Absent the proper author-
ity and guidance, investigation and discipline of students are
particularly disturbing. Colleges and universities are envi-
ronments designed for learning. Individual interventions
designed to teach a student about his or her misbehavior and
why it is a problem are more appropriate than surreptitious
punishments determined without adequate consultation.

Recommendation: Many specifically trained individuals on
college and university campuses can help establish a “bright
line” for appropriate process. Attorneys, student affairs
officers, technology incident/problem handlers, and campus
safety officers may be of assistance in this area. Colleges and
universities must establish and widely disseminate proce-
dures that allow system administrators to take fast action to
protect systems when they are in danger. The procedures
must make clear with whom system administrators must
consult and from whom they must obtain additional author-
ity when investigations escalate to target specific individu-
als or involve potentially criminal actions.

A LOW ROAD TO FAIR  INFORMATION PRACTICE

The lamp study shows that knowledge of fair information
practice is lacking. This is not the fault of any one group,
and it certainly is not unique to the campuses that partici-
pated in the study. The well-established but currently little
discussed principles of fair information practice seem to
have been lost in the rush to implement information tech-
nologies on campuses. Like other institutions in our liti-
gious culture, colleges and universities may be too quick to
depend on attorneys to make determinations about policy
governing the handling of personal information. Like the
fox asked to guard the chicken house, attorneys o�en find
themselves in a difficult position—one that too o�en results
in an overly conservative stance. As protectors of the insti-
tution, they may recommend policies that over-protect the
institution and under-protect individuals.

It seems clear that the principles of fair information are not
being met. It is highly unlikely that notification-the require-
ment that an individual be informed when data about him
or her is collected-is happening adequately; a�er all, there
are places on campuses where log data are being collected
without the understanding that such data constitute educa-
tion records. Minimization—the principle according to
which the minimum amount of data is collected to complete
a required task—also is not happening; because of time con-
straints and lack of personnel, logs are being collected and
stored without being analyzed. Secondary use—the princi-
ple that restricts data use to the purpose for which it was ini-
tially collected—is in danger of being compromised because
of the absence of policies on access. Nondisclosure and con-
sent-the principle that prevents information from reaching
third partiers unless permitted by legal exception or consent
cannot be effective until it is clear to all data handlers that
log data constitute education records and thus are protected.
Need to know—the principle that restricts access to data by
individuals without clearly approved institutional responsi-
bilities—is likely to be ineffective absent clear definitions of
who is authorized to access such data. The lack of policy in
this area creates liability for the institution and its person-
nel. Data accuracy, inspection, and review—a principle that
encourages individuals about whom the data refer to
enhance accuracy through inspection—can only occur if
notification is fully and widely made. Finally, information
security, integrity, and accountability—the principle that
places on the data holder the responsibility to ensure that
data are not altered without authorization—is the very prin-
ciple that system administrators are trying to fulfill in their
security and operations maintenance responsibilities.
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However, without tighter controls than mere ties to job
description and root access, this cannot be achieved.

Recommendation: Colleges and universities must have the
courage to take the high road to fair information practice and
the handling of personal information.They must put in place
institutional policy that defines an individual’s responsibil-
ity when releasing personal information to the institution
and the institution’s responsibility in collecting, transport-
ing, using, and storing such information. Education about
the principles of fair information practice must be wide-
spread and provided annually. Individuals must be empow-
ered to manage their personal information responsibly
through information and continual choice. Institutions
must fully disclose the personal information they are col-
lecting and the purposes for which such information is
being used, assured that fully informed and involved stu-
dents will assist them in reaching the goals of valid and reli-
able information use. Penalties for abusing or misusing
personal information must be enforced.

THE SURVEILLANCE CREEP  OF  TECHNOLOGY 

Perhaps the most subtle and troubling of the findings of the
lamp study pertains to the growing potential of technology
being used for surveillance purposes. Two results from the
lamp study pertain specifically to this discussion: () the triv-
ial effort required for an individual who has root access on a
computer he or she is managing to get from log data to the
identity of an individual (typically one step); and () the per-
centage of individuals who have used logging applications to
collect information about individual behaviors. We have
already commented on the need for system administrators to
investigate and stop potential abuses or attacks on their sys-
tems. Likewise, we have commented on the importance of
layers of authority as checks and balances against unwitting
acts or abuses of power against individuals.

Concern about surveillance creep—the tendency to increase
the potential and range of surveillance capabilities—is
justified and extends beyond the activities of system admin-
istrators on individual campuses. The use of surveillance
technologies and the tendency to increase the power, scope,
and interrelatedness of such technologies has significance
for society in general. It must be consciously examined
because it will affect the culture of the future.

James Rule et al. write, “Much organizational interest in the
details of people’s private lives relates to the effort to curtail
one or another form of deviant behavior. Thus new forms
of surveillance are especially likely where they promise to
enable organizations to root out some troublesome form of
misbehavior.” 

The security concerns regarding computer systems and net-
works on campuses constitute fertile ground for the devel-
opment of increased surveillance technologies. Another
driving force is the desire to extend the technologies to their
outer limits. This is inevitable, as colleges and universities
are inherently teaching, learning, and experimental envi-
ronments where such exploration is valued and supported.

Rule et al. identify three reasons for curtailing the unlim-
ited growth of surveillance technologies: () They can result
in excessive concentrations of social power in central organi-
zations; () they can disenfranchise and disempower the pop-
ulation to which they are applied; and () they can render
social relations excessively “unforgiving” by preserving data
on people’s past misdeeds which might better be forgotten.

Recommendation: Colleges and universities must openly and
actively discuss the potential of surveillance technologies on
campuses and the conditions that lead to their proliferation
and growth, and they must make conscious community-based
decisions about when and if such technologies will be cur-
tailed.They have an obligation to lead the discussion of these
technologies, for the sake of other organizations, for the pub-
lic in general, for the cultures and futures now being created.

If colleges and universities are to be the open communities
about which Ernest Boyer speaks—”a place where freedom
of expression is uncompromisingly protected and where
civility is powerfully affirmed” —then individuals must
understand and have a voice in the handling of their per-
sonal data. Moreover, if colleges and universities are to be
the “just communities” about which Boyer speaks-places
where the sacredness of each person is honored and where
diversity is aggressively pursued”—then we cannot be
satisfied with procedures that violate the rights of individ-
uals either because of inadequate policies and guidelines or
because of a shallow and short-sighted notion of security.
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Participating Schools
Sixteen colleges and universities participated in the study.
(Fourteen of the college and universities’ registrars participated.)  

West Coast Participants
Santa Clara University
Stanford University
University of California at Berkeley

Midwest Participants
Northwestern University
University of Chicago 
University of Illinois-Chicago

East Coast Participants
Binghamton University-
State University of New York (suny)
Cornell University 
Syracuse University

Southern States Participants
Emory University
Georgia State University
Georgia Technical University

Additional Midwest Participants (Michigan)
Kalamazoo College
Michigan State University
Oakland Community College
Wayne State University
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Appendix A





Interviewer:
Date of interview:
Name of interviewee:
E-mail address:
Phone Number of interviewee:
Contact address:

Part A: Basic information about you:

� What is your job title?
Briefly describe your responsibilities:

� How much professional experience do you have?
❑  year  ❑ – years  ❑ – years  ❑  years

� How long have you been at your current job?
❑  year  ❑ – years  ❑ – years  ❑  years

� What is your highest education level?
❑ H. S. ❑ A.A./A.S. ❑ B.S. ❑ M.S. ❑ Ph.D.

� In What field?

� Have you taken courses in systems security on the 
systems you administer?
❑ YES  ❑ NO

� Do you have any technical certifications?
❑ NT  ❑ Netware  ❑ UNIX  ❑ CISCO  ❑ Other:

� Have you taken courses in fair information practice,
data access, and data protection?
❑ YES  ❑ NO

� Have you taken courses on compliance with ferpa
(Family Educational Rights and Privacy Act) in 
handling student records?
❑ YES  ❑ NO

� What type of systems are run at your university?
❑ NT  ❑ LINUX  ❑ NOVELL (Netware)  ❑ UNIX
❑ HP  ❑ AIX  ❑ ASOO  ❑ S ❑ OTHER:

Part B: Interviewee

� System
❑ NT  ❑ LINUX  ❑ NOVELL (Netware)  ❑ UNIX
❑ Solaris  ❑ HP  ❑ AIX  ❑ AS ❑ S

❑ OTHER:

� What is the primary function of this system?

� Are these services provided for a:
Department?  School?  University system?  
State backbone?

� On a scale of  (not sensitive) to  (extremely 
sensitive), how sensitive do you think the data on 
this system are?
❑  ❑  ❑  ❑ 

� On a scale of  (no protection) to  (extensive 
protection), how much protection should such infor-
mation have?
❑  ❑  ❑  ❑ 

� Do you run logs on this machine?
❑ YES  ❑ NO

� For what purpose do you log?

� Is this default logging?
❑ YES  ❑ NO  Are some default functions turned off?
If so, which ones?

� Do you also enable some functions?
❑ YES  ❑ NO  What specifically?  Who or what is
the target? What is the purpose?

� Have you created specific customized logging (scripts)?
❑ YES  ❑ NO  What specifically?  Why?

� What type of data does your logging yield?
❑ IP addresses  ❑ Domain names  
❑ Unique names/USER IDs ❑ Time stamps  
❑ Student information Personnel data  
❑ Mail  ❑ OTHER:
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Appendix B
System Administrator Data Collection Instrument



� What and how many steps would you need to go
through to get from these data to a person’s name?

� How o�en do you analyze the logs? Specifically:
❑ Daily  ❑ Weekly  ❑ Monthly  ❑ OTHER:

� What patterns are you analyzing for?

� Do you target specific activities/patterns for individuals
and collect logs when those characteristics occur?
❑ YES  ❑ NO

� Do you archive the log information that you collect?
❑ YES  ❑ NO  Why?

� If so, for how long? Specifically how long:
❑  days  ❑ – days  ❑  week– months  ❑ months

� Is authorization required to access these data (re: logs)?
❑ YES  ❑ NO

What criterions govern access?

� How many people can access these data?
❑  people  ❑ – people  ❑ – people  ❑  people

� Do policies/standards exist that govern access?
❑ YES  ❑ NO  What?

� On a scale of  (not serious) to  (extremely serious),
how serious would it be for someone to access these
data without authorization?
❑  ❑  ❑  ❑ 

� On a scale of  (not difficult) to  (extremely difficult),
how difficult is it to get to data without access?
❑  ❑  ❑  ❑ 

� What barriers exist that prevent you from such access?
❑ Knowledge  ❑ Time  ❑ Skill  ❑ Authorization  
❑ Equipment Policy  ❑ Law  Personal ethics

� What more logging would you like to do in the future?

� What barriers exist that prevent you from doing so?
❑ Knowledge  ❑ Time  ❑ Skill  ❑ Authorization  
❑ Equipment Policy  ❑ Law  Personal ethics
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Senior System Administrator III 

DUTIES :  

� Administer, maintain, and operate large departmental
computing environments for the school and national
and international customers in multi-platform environ-
ments. These environments will consist of Windows
NT- server and workstation, Windows NT-, Novell,
Solaris and SunOS, Linux, and McIntosh. Interopera-
bility among all of these platforms is required.

� Resolve complex system hardware, so�ware, and net-
working failures. Train support staff.

� Take a lead role in designing, negotiating, developing,
and building operational infrastructure for future net-
worked architectures for the school, the university, and
for consortia of related organizations.

� Automate routine tasks. This will include extensive
involvement deploying combinations of externally
developed Web-based collaboration products.

� Negotiate, implement, and lead the operation of secu-
rity systems and processes.

� Arrange performance, usage, and security monitoring;
optimize systems based on these data.

� Provide administrative supervision for one or more staff.
� Ensure compliance with affirmative action and com-

puter security and privacy programs.

MINIMUM QUALIF ICATIONS:

� M.S. in Engineering or Computer Science or equivalent;
� Ten or more years of progressively responsible and

hands-on experience administering Unix, Windows
NT, and similar systems;

� Demonstrated team leadership experience;
� Experience administering and/or developing advanced

http services;
� Excellent, demonstrated verbal and written communi-

cation skills.

DESIRED QUALIF ICATIONS:

� Ten years’ experience administering Unix systems,
including team leadership in this role.

� Solaris, Sun/OS, and Linux administration experience.
� Two or more years’ experience administering Novell,

including integration of Novell with other systems,
including Unix.

� Multimedia Web development and Web administra-
tion experience.

� Working knowledge of the university’s infrastructure.
� Experience being responsible for system support for a

public computer laboratory.
� Successful experience writing grant proposals.
� Experience coordinating national and international

networking efforts.
� Experience working and negotiating with vendors to

produce and implement open solutions
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Appendix C
Sample System Administrator Job Description





Archiving
Focus Group Definition: Archiving is the action of recording
and storing copies of logged data for the purpose of freeing
up disk space and for analysis of incident investigation or for
a record of the system’s operational history.

Backup
Focus Group Definition: The term “backup” refers to the prac-
tice of recording the system state and current data in case
of potential system failure. In the event of a system proce-
dural error, a system “backup” on media such as magnetic
tape can be used to restore the system to its last known
functional state.

Default Logging: A data collection function provided
directly by vendors at the time the particular system is
configured by the manufacturer. Focus Group Definition:
Default logging is considered to be the recording
configurations that are predefined and set by the manufac-
turer of the so�ware tool. This is the state in which the sys-
tem arrives as it was originally packaged by the designer and
manufacturer, with no adjustments made by the system
administrator to suit his or her particular operation.
Although most systems arrive with default logging set, some
manufacturers distribute their systems with the logging
function turned off, which makes it questionable as to
whether it can be considered the systems default setting.
Use of the phrase default logging drew a mixed response
from our participants simply because the answer varies
across systems.

Directory Information: Student information maintained by
the education institution and which may include such
information as the student’s name, address, telephone num-
ber, date and place of birth, major fields of study, participa-
tion in officially recognized activities and sports, weight and
height (if an athletic team member), photograph, dates of
attendance, degrees and awards received, most recent edu-
cation institution attended, and other information as
defined by the institution which generally would not be
considered harmful to the student or an invasion of privacy
if disclosed.
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Disciplinary Action or Preceding: Investigation, adjudication,
or imposition of sanctions by an education institution with
respect to an infraction or violation of the internal rules of
conduct applicable to students of the agency or institution.

Disclosure: Permitting access to or the release, transfer, or
other communication of education records of the student
or personally identifiable information contained therein to
any party orally, in writing, by electronic means, or by any
other means.

Domain Name System: Computer naming system devel-
oped by the National Science Foundation for denoting the
names given to each computer registered to a particular sys-
tem, corporation, institution, etc.

Education Records: Records directly related to a student
and maintained by the institution or by a party acting for
the institution. The term education records does not include
the following:

� Records of instructional, supervisory, administrative, and
certain educational personnel which are in the sole pos-
session of the maker thereof and which are not accessi-
ble or revealed to any other individual except a substitute
who performs on a temporary basis (as defined in the
institutional personnel policy) the duties of the individ-
ual who made the records.

� Records maintained by a law enforcement unit of the edu-
cational agency or institution that were created by that
law enforcement unit for the purpose of law enforcement.

� Records relating to individuals who are employed by the
institution and which are made and maintained in the
normal course of business, relate exclusively to individu-
als in their capacity as employees, and are not available
for any other purpose. (Records of individuals in atten-
dance at an institution who are employed as a result of
their status as students are educational records, e.g.,
work-study.)

� Records relating to a student which are () created or main-
tained by a physician, psychiatrist, psychologist, or other
recognized professional or paraprofessional acting in his
or her professional capacity or assisting in a paraprofes-

Appendix D
Glossary of Terms
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sional capacity; () used solely in connection with the pro-
vision of treatment to the student; and () not disclosed
to anyone other than individuals providing such treat-
ment, so long as the records can be personally reviewed
by a physician or other appropriate professional of the
student’s choice. (The institution can determine appro-
priateness.) Treatment in this context does not include
remedial educational activities or activities which are part
of the program of instruction at the institution.

� Records of an institution that contain only information
relating to a person a�er  he is no longer a student at the
institution (e.g., information on the accomplishments of
alumni).

Enabled Logging: Data collection function that is provided
with the system but which has to be turned on or otherwise
reconfigured to provide the desired log data designated by
the system administrator. Focus Group Definition: Enabled
logging is the action of reconfiguring the logging system to
change the amount or type of information yielded, such as
receiving more logging data or filtering logs for specific
information. This ability allows the system administrator to
develop system logs with varying degrees of detail, depend-
ing on what has been selected or enabled

IP Address: Address assigned to every computer linked to
the Internet that uniquely identifies it as that hardware unit
while on the network

Law Enforcement Unit: Any individual or other component
of an institution, including commissioned police officers
and noncommissioned security guards, officially authorized
by the institution to enforce any local, state, or federal law
and to maintain the physical security and safety of the insti-
tution. (Although the unit may perform other non—law
enforcement functions, it does not lose its status as a law
enforcement unit.)

Legitimate Educational Interest: The demonstrated need to
know by those officials of an institution who act in the stu-
dent’s educational interest, including faculty, administra-
tion, clerical, and professional employees, and other persons
who manage student record information. (Although ferpa
does not define “legitimate educational interest,” it states
that institutions must establish their own criteria, according
to their procedures and requirements, for determining when
their school officials have a legitimate educational interest
in a student’s education records. This is a recommended
definition. Sample institutional statements on legitimate
educational interest are included in ferpa Appendix .) 

Log: Collection of information recorded for study and
analysis, in this case referring to computer network events.

Logging: Process of systematically or automatically collect-
ing information and recording it to a detailed document for
later study and analysis.

Monitoring: Process of systematically or automatically
watching or responding to patterns that occur. In computer
monitoring, this generally means that designated patterns
seen on the logs are responded to either automatically or
personally as indications of operational problems or  as
problems caused by users.

Personally Identifiable: Data or information which include
() the name of the student, the student’s parent, or other
family members; () the student’s address; () a personal
identifier such as a social security or student number; or ()
a list of personal characteristics or other information that
would make the student’s identity easily traceable.

Record: Any information or data recorded in any medium
(e.g., handwriting, print, tapes, film, microfilm, microfiche,
or any form of electronic data storage.) 

School Officials: Members of an institution who act in the
student’s educational interest within the limitations of their
need to know. These may include faculty, administration,
clerical, and professional employees and other persons who
manage student education record information. (Although
ferpa does not define “school officials,” it states that insti-
tutions must establish their own criteria, according to their
own procedures and requirements, for determining who
they are. This is a recommended definition.)

Scripted Logging: Data collection function that is not pro-
vided with the system automatically but which is designed
and installed by the system administrator by writing code to
direct the system in the collection, sorting, or transporting
of particular data according to the instruction set provided.
Focus Group Definition: The term customized/scripted log-
ging also received mixed responses from the research partic-
ipants. Depending on the type of system on which the
logging occurs, the answer may vary. According to the proj-
ect technical focus group, customized logging is considered
the pre-processing of log data or the generation of non-stan-
dard so�ware to produce custom messages or warnings.

Student: Any individual for whom an education institution
maintains education records. The term does not include an
individual who has not been in attendance at the institution.
An individual who is or who has been enrolled in one com-
ponent unit of an institution and who applies for admission
to a second unit has no right to inspect the records accumu-
lated by the second unit until he or she is enrolled therein.
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Figure 1: Data Yield—IP
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Figure 2: Data Yield—Date, Time
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Figure 3: Data Yield—Domain Name
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Figure 5: Data Yield—Other
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Figure 4: Data Yield—Unique Name
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Scenario 1: Let Me Know
John, a system administrator in a college math department,
collects information on the operation of the department’s
computers and networks. He needs to watch the flow of
traffic over his systems to responsibly manage the electronic
resources. Students, faculty, and staff heavily use the com-
puters. John’s log information includes the number of peo-
ple who sign on, the number of people using mail at any
given time, the number of packets of information sent across
the networks, and the static ip addresses of the machines
from which, and to which, those packets are sent. Generally,
John does not collect information about the kinds of services
individual users seek, where they go on the Web, how much
time they spend e-mailing or downloading files, or specifi-

cally what files they look at. However, today is different. The
Dean wants to know how three student staff members are
using their time. He has demanded that information be col-
lected about them and their use patterns from their
machines and turned over to him for analysis. John secretly
turns on the logging function and collects information from
the machines used by these students.The information includes
time of access, the specific services to which the student staff

members go, what content they are viewing, how long they
were at particular sites, what e-mail and to whom e-mail was
sent, and when they logged off their machines.

QUESTIONS:  

❑Yes ❑No a] Does any of the information referred to in
this scenario constitute “an educational
record” under ferpa? If “Yes,” which ones
and why? If “No,” why not?

❑Yes ❑No b] Does collection of this information consti-
tute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No c] Does the sharing of this information con-
stitute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No d] Is this an appropriate “educational use” of
student information under ferpa? Why or
why not? Please explain:
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❑Yes ❑No e] Does access to this information qualify
under “legitimate educational interest?” Why
or why not? Please explain:

Additional comments:

Scenario 2: 24x7 Information
Tudlo College Is very electronically advanced. The staff

members are particularly proud of the fact that all of their
computer resources have been networked together using
state-of-the-art technology. If a staff member needs
Information regarding a particular student they can obtain
It quickly and efficiently. The Information they store is
extensive. Not only do they have student grades, addresses,
course selection lists, financial aid and other important
information online, but the college has now begun to collect
Information about student transactions as well. Through
their extensive networks, the use of card swipe machines
and key card mechanisms across campus, information
regarding student transactions is collected twenty-four
hours each day and seven days per week. This allows the
staff to know when a student leaves his residence hall, which
building he or she enters and when, if they enter a particu-
lar room in that building and even when they leave. It pro-
vides information about if and when the student makes a
purchase, eats a meal, reserves a book at the library, even
where they park their car and how long they stay in a par-
ticular parking space. Each time the student swipes their id
card, data are collected and stored in the college’s databases.
In the event of an emergency, the college will be able to locate
a student rapidly and with great certainty. They feel certain
that student safety will be enhanced by this new capability.

QUESTIONS:  

❑Yes ❑No a] Does any of the information referred to in
this scenario constitute “an educational
record” under ferpa? If “Yes,” which ones
and why? If “No,” why not?

❑Yes ❑No b] Does collection of this information consti-
tute a violation of ferpa? Why or why not?
Please explain:

Appendix F
Registrar Scenarios and 
Data Collection Instrument



❑Yes ❑No c] Does the sharing of this information con-
stitute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No d] Is this an appropriate “educational use” of
student information under ferpa? Why or
why not? Please explain:

❑Yes ❑No e] Does access to this information qualify
under “legitimate educational interest?” Why
or why not? Please explain:

Additional comments:

Scenario 3: Complaint Follow-up
Fred is a system administrator for a very large college In a
mid-western university. He receives a complaint from one
of the college’s sophomores. The student, Sarah, describes a
series of email messages that she has received from a person
whose name she does not know. Though the name on the
email is not familiar, the pattern of communication is. Sarah
feels certain that she knows who Is sending her these
repeated messages. She names Kenny, a senior in the col-
lege, as a person who Is stalking her. She wants Fred to take
action as soon as possible. Sarah reports that even when told
to stop sending her email, the sender does not stop and in
fact increases the demands in his messages. He tells her
what time her first class is on campus, which building she
goes to in the morning, and where and when she eats meals.
Sarah Is very frightened and is having difficulty studying
because of her nervousness. From system logs, Fred can iden-
tify the network, the machine, and even the account from
which the email message was sent. He cannot be sure how-
ever that it was Kenny who was using this account at the
time the mail messages was sent. He is certain however that
the account is in Kenny’s name. Sarah wants action. Fred
has some information that points to Kenny. He decides to
follow-up by intensifying the collection of information on
Kenny’s machines. He writes a script that will alert him each
time this account is in use, and will provide information on
the exact services that Kenny uses, displaying the email and
file content for any transaction from this account Additionally,
he establishes a system with the residence hall advisors to
tell him when Kenny is in his room, and therefore using the
IP address to which his machine is assigned. He will soon
have a large quantity of information about Kenny’s elec-
tronic activities. His plan is to watch Kenny’s online behav-
ior, analyzing log records for at least two months.
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QUESTIONS:  

❑Yes ❑No a] Does any of the information referred to in
this scenario constitute “an educational
record” under ferpa? If “Yes,” which ones
and why? If “No,” why not?

❑Yes ❑No b] Does collection of this information consti-
tute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No c] Does the sharing of this information con-
stitute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No d] Is this an appropriate “educational use” of
student information under ferpa? Why or
why not? Please explain:

❑Yes ❑No e] Does access to this information qualify
under “legitimate educational interest?” Why
or why not? Please explain:

Additional comments:

Scenario 4: Campus Safety Needs It
As the University becomes more electronically collected,
Sgt. Denver, an officer with the University’s Department of
Campus Safety, is delighted with the potential information
that will be available. Students are now asked to have their
pictures digitized for inclusion on id cards. They use key-
card access for entry and departure from buildings, their
unique names and machine ip addresses are stored in read-
ily accessible university databases, and their course and
meal-time schedules are made available to the campus safety
staff as well. Sgt. Denver particularly likes the availability of
the pictures online. This is information that the campus
needs. Through the use of cameras, these images can be
matched with individuals entering campus buildings, or
those stopped for suspicious behaviors on campus and their
identities can be verified. If they do not belong on the cam-
pus, they can be readily identified as non-students. If they
are students but in locations without authorizations they
can be notified or reprimanded. Pictures can even be used
to show individuals who have witnessed a crime in order to
identify suspects and provide “virtual lineups” to assist the
officers in their work. The picture information can be con-
nected to applications for employment or to resumes being
sent to graduate or professional schools. College departments
are already using them to assist professors in identifying the



students in their large classes. Keeping this information
online, allows for its easy access and rapid transit when
needed by different organizations on campus and officers in
their different locations. It can be kept available indefinitely.

QUESTIONS:  

❑Yes ❑No a] Does any of the information referred to in
this scenario constitute “an educational
record” under ferpa? If “Yes,” which ones
and why? If “No,” why not?

❑Yes ❑No b] Does collection of this information consti-
tute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No c] Does the sharing of this information con-
stitute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No d] Is this an appropriate “educational use” of
student information under ferpa? Why or
why not? Please explain:

❑Yes ❑No e] Does access to this information qualify
under “legitimate educational interest?” Why
or why not? Please explain:

Additional comments:

Scenario 5: Better Watch This One
Sydney is in charge of all network systems at a small liberal
arts college. He also manages all of the central services and
servers for the college. It is very difficult to keep everything
up-to-date, working together, and all systems coordinated.
Sydney is not happy with the number of interruptions
caused by unknown hackers who seem to explore systems
looking for unprotected files and applications. He has
configured his machines to log all machine activities, the
amount of traffic flowing over the network, the number of
machine errors that occur, and to notify him and other sys-
tem administrators when machine problems occur. But this
information does not tell them much about individual com-
puting behaviors. Sydney knows that there are several stu-
dents on the campus who have extraordinary computer
skills and pride themselves in being able to do remarkable
electronic feats on the networks. While they have never
been identified for causing a computer problem or disci-
plined for inappropriate campus behavior, he decides that it
is better to periodically watch these young men than remain
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ignorant of their activities. He selects one in particular who
he thinks would be likely to engage in hacker activity and
intensifies the information gathering logs connected with
the student’s id, unique name, account use, the IP address
of his machine, and all connections made from his resi-
dence hall. By periodically gathering and analyzing this
extensive information about the student’s local and web
activity throughout the year, Sydney can be assured that this
student is not participating in hacker activity, or if he is, can
be quick to suspend his account or report him to student
affairs for discipline.

QUESTIONS:  

❑Yes ❑No a] Does any of the information referred to in
this scenario constitute “an educational
record” under ferpa? If “Yes,” which ones
and why? If “No,” why not?

❑Yes ❑No b] Does collection of this information consti-
tute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No c] Does the sharing of this information con-
stitute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No d] Is this an appropriate “educational use” of
student information under ferpa? Why or
why not? Please explain:

❑Yes ❑No e] Does access to this information qualify
under “legitimate educational interest?” Why
or why not? Please explain:

Additional comments:

Scenario 6: Print Server Logs
The administrators at one central university are growing
alarmed by the cost of providing computing resources to the
campus community. They are struggling to find ways to pass
the costs of particular services back to the students, and in
some way to “throttle” the overuse of resources that they
suspect may be happening. To do this they must have access
to name-related use patterns on specified services. Systems
administrators are instructed to initiate logging mechanisms
on all print-servers in the public computing sites. The data
logs provide information about the name of the student
printing material, their unique name and account number,
the number of sheets of paper printed, the time and date of



the printing, whether the printing was graphics or text type,
and the machine from which the printing request was sent.
The logs are analyzed and a bill is sent to the student for
printing services. Logs are kept for two to four years for pur-
poses of accounting.

QUESTIONS:  

❑Yes ❑No a] Does any of the information referred to in
this scenario constitute “an educational
record” under ferpa? If “Yes,” which ones
and why? If “No,” why not?

❑Yes ❑No b] Does collection of this information consti-
tute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No c] Does the sharing of this information con-
stitute a violation of ferpa? Why or why not?
Please explain:

❑Yes ❑No d] Is this an appropriate “educational use” of
student information under ferpa? Why or
why not? Please explain:

❑Yes ❑No e] Does access to this information qualify
under “legitimate educational interest?” Why
or why not? Please explain:

Additional comments:
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